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Preamble

This document has two main objectives: to make a brief ptaen of E.ECTRE IlI, and
ELECTRE IV methods; and to help the user of theEETRE I11-1V software. It is based on
two manuals in French elaborated by Dominiqua VEE and Pitor ZELNIEwWICZ [67, 68].

ELECTRE llI-1V software, version 3.x, was developed with Borland-€programming lan-
guage using the Microsoft Windows interface, by PitoelAIEWICZ (Institute of Comput-
ing Science of the Poznan University of Technology) underdhpervision of Professors
Bernard RY and Roman S8owINSKI.

For more questions aboutLECTRE IlI-1V software, please ask: Professor BernardW
LAMSADE - Université Paris-Dauphine; Place du Maréchal Dattre de Tassigny; 75775
Paris Cedex 16 - France; emaitlby@lamsade.dauphine.fr; Tel: (+33 1) 44 05 42 87,
Fax: (+33 1) 44 05 40 91.

Chapter 1 presents the theoretical foundationsidd&RE |1l and ELECTRE IV methods
For a detailed presentation of these methods consult [4&p@r 2 presents theLECTRE
[1I-1V software, with the help of the interface, such as thees corresponding to the input
data, the calculation, and the interpretation of the resulthe bibliography presents the
main references, and applications of the two methods; anal)yfj the index presents the
methodology concepts, and the commands of the software.

This work has benefited from the Luso-French cooperatioreuRtbgrama PESSOAT he
first author was also supported by the grant SFRH/BD/22@8%& ZFoundation of Science
and Technology, Portugal)
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Chapter

The B.ECTRE Methodology for Ranking
Problems

ELECTRE methods comprise two phases: construction of one or sewatenking rela-
tion(s) followed by an exploitation procedureLECTRE Il and ELECTRE IV methods aim
to answer the following question: considering a finite setaifons A, evaluated on a coher-
ent family of pseudo-criterid;, how to make a partition oA in classes of equivalence and
provide a necessarily complete pre-order expressing theveposition of these classes? In
the first phase, EECTRE |Il method involves the construction of a fuzzy outrankiegation
and B.ECTRE IV the construction of a set of a nested sequence of outrgmeiations. In
the second phase, an algorithm is used for making a rankiadimal partial pre-order, that
combines two complete pre-orders.

Consider a set of actions evaluated on several pseudoizyiigere are three different cases
that should be taken into account, in order to build the mkiray relations:

e The decision-maker is able to express the relative impoetarf the pseudo-criteria
(use of EECTRE Ill method).

e The decision-maker is not able, does not want, or cannotesghe relative impor-
tance of each criterion (use oL ECTRE IV method). However, using EECTRE IV is
only valid if the following two conditions are satisfied: naterion is either prepon-
derant or negligible when compared to any subset of half@ttiteria.
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e The decision-maker has already a pairwise comparisonxraitthe actions that has
been obtained by a different method (neitheeETRE Il nor ELECTRE IV). The el-
ements of this matrix are within the range [0,1] as it is theeoaf the fuzzy outranking
relation of ELECTRE Ill. These values are used to run the ranking algorithm (dise o
Matrix of degrees de credibilitiype project).

1.1 The ELECTRE IIl method

ELECTRE Il method starts by a pairwise comparison of each aéttorthe remaining ones
with the aim of accepting, rejecting, or, more generallgegsing the credibility of the asser-
tion “actionais at least as good as actibiy usually called ‘a outranksb” (denoteda S B
taking into account the following three aspects:

¢ the indifference and preference thresholds defined for edighion.
e the degree or coefficients of importance attached to eatdrion.

¢ the possible difficulties of relative comparison of two an8 when one is significantly
better than the other on a subset of criteria, but much warsttdeast one criterion
from a complementary subset.

For each criterion, two indices should be calculated. Orgresses in what measure the
performances of the actiomsandb are in concordance with the asserti@outranks”; the
other indicates in what measure they oppose this asseRarrsuch, the partial concordance
indices are aggregated while taking into account the w&athportance of the criteria to
give birth to the comprehensive concordance indices (iukhbe notice that the partial
discordance indices are not aggregated). The fuzzy outrgmklations, defined for each
pair of actionga, b) as a credibility indexg(a, b), express comprehensively in what measure
“aoutranksb” using both the comprehensive concordance index and terdiance indices
for each criteriorgj. By applying the ranking algorithm and using the distithbatthreshold,
the final results provide a partial pre-order (see Figurg 1.1

1Sometimesalternativeis used instead adiction It is not a semantic question, because the concept of
alternativecorresponds to the particular case in which modeling is shahtwo distinct action cannot be
conjointly put into operation [46, p. 8]
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A finite set Coherent family

of actions A of pseudo-criterialk:

Thresholds Performance of the actiomg(a) Weights
vj(gj(a)) Thresholdgy;(gj(a)) andp;(gj(a)) Wi

Discordance indice)j(a,b) Concordance indice§j(a,b)

Concordance relatioG(a, b)

Fuzzy outranking relatiorg(a, b)

Distillation threshold Ranking algorithm
s(A) Two complete pre-orders :

Final partial pre-order

Figure 1.1: General structure of ECTRE Il|

Notation
={a,ay,...,&,...,am} : afinite set of actions to rank, witl| = m;
={01,02,...,0j,...,0n} : afinite set of coherent family of criteria, witk| = n;
. the evaluation (or performance) of actiaon criteriongj, for j =1,2,...,n;

. the relative importance coefficient attached to critegprfor j =1,2,...,n;
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gj(gj(a)) = aj xgj(a) + Bj : the direct indifference threshold of actiacompared with
actionb, when the preferences are in the increasing directiongafal < gj(b),
forj=12,...,n;

pj(gj(a)) = aj x gj(a)+ B; : the direct preference threshold of actiarcompared with
actionb, when when the preferences are in the increasing directidygda) <
g](b>’ for J = 1727---7n;

vj(gj(a)) = ajxgj(a)+B; : the direct veto threshold of actiamcompared with action
b, when the preferences are in the increasing directionggata) < gj(b), for
j=12,....n;

I . the indifference relation on criteriagy;
P . the strict preference relation on criterigq

Qj . the weak preference relation on criterigp (it means an hesitation between
indifference and strict preference);

PV . the veto-preference relation on criterign

1.1.2 The thresholds

There are different criteria models. In the true-criterrandel, the smallest difference in
performances between two actioasandb, leads to a strict preference for one of the two
actions in the comparison with the other:

a P b« gj(a) > gj(b): it means thaa s strictly preferred td on criteriong;.

alj b« gj(a) = gj(b): it means thaa is indifferent tob on criteriong;.
The pseudo-criterion model allows, with the use of thred$alo take into account the ill-
determination, imprecision, and uncertainty that mayaffeerformances. For instance, in

the case of increasing preference directionglet and p(.) be the indifference and prefe-
rence thresholds, respectively:

e an actionb such thatg(b) is greater thamg(a) but smaller tharg(a) + q(.) will be
considered indifferent te.
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e an actionb such thatg(b) is greater tharg(a) + p(.) will be considered as strictly
preferred tca.

e an actionb such thaig(b) is greater thamg(a) 4+ q(.) but smaller thamg(a) + p(.), the
preference will be considered as not significantly esthblis

The comparison of actions in the way that has just been destbefore leads to the con-
struction of a concordance index for each pair of actitm®), which expresses to what
extent the criterion is in harmony with the assertians' at least as good 5.

Moreover, EECTRE methods allow to introduce the notion of veto: it is said thatiterion
vetoes the validation of the assertion “actirs at least as good 43 if the difference of
performances is so important in favor lothat it prevents the possibility that, comprehen-
sively, actiona should be considered as at least as good as datidhe difference that leads
to the notion of discordance is called veto threshold.

The three thresholds can be defined as follows:

¢ theindifference threshold corresponds to the largest difference of performances be-
tween two actions, compatible with an indifference sitoti

¢ thepreference thresholdcorresponds to the smallest difference of performances be-
tween two actions from which the decision-maker strictigfprs the action presenting
the best performance;

¢ theveto thresholdis the smallest difference of the performances between tivores
from which the decision-maker considers that it is not gassio support the idea
that the worst of the two actions under consideration on taicecriterion may be
comprehensively considered as good as the better one,fatepearformances on all
the other criteria are better.

Considera andb two actions to be compared: the difference in their perforcea should
be compared, firstly with the indifference threshold, thetithe preference threshold, and
lastly with the veto threshold.

To avoid some incoherences, two conditions are associatbe pseudo-criteria model and
a third one to the veto threshold [42, 45, chap. 9]:

qj(9j(b)) —aj(gj(a)) _
R -
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pi(gi(b) —pi(gi(@) _

o -g@ = -2
vj(gj(b)) —vj(gi(d) _

b -g@ - &9

The B_.ECTRE methods allow to use these thresholds on every or only soiteziar The
perception of these thresholds may vary along the scale rédrpgances. Moreover, it is
possible to think of thresholds in terms of the worst perfances of the two actions com-
pared or in terms of the best one (in the first case the calonlaft the thresholds is said to
be direct, while in the second case it is said inverse).

The worst performance is the smallest one if preferencetilireis increasing and the great-
est one if the preference direction is decreasing. Thezefbg(a) is smaller tharg(b) and

if the preference direction is increasing, then the diredifference threshold will be calcu-
lated with the formulao x g(a) + 8 and the inverse threshold with the formala g(b) + .
Keepingg(a) smaller tharg(b), but with a decreasing preference direction, the diredf-nd
ference threshold to compaaeandb will be calculated with the formulaa x g(b) + 8, and
the inverse one witlr x g(a) + .

The calculation of the thresholds can be made accordinguodifferent contexts because
the direction of preference can be increasing or decreasidghe thresholds can be direct
or inverse with respect to the performance. Therefore:

e Case 1 increasing preferences with respect to the performandelmeact thresholds

e Case 2 decreasing preferences with respect to the performarttdiegct thresholds

e Case 3 increasing preferences with respect to the performandeéaerse thresholds

e Case 4 decreasing preferences with respect to the performarccaegrse thresholds
ELECTRE lII-IV software allows the definition of each threshold asadfine function of the
performance. For an actiamwith performanceg(a), the indifference, preference and veto

thresholds are calculated in the following manreerx g(a) + 3. When the coefficientr is
different to O, the threshold varies as a function of thequenaince.

It is a decision-maker task to specify, for each criteriod &or each type of threshold, the
value of the coefficienta andf. Forconsistency reasonthe coefficientr must be greater
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than or equal te-1 in the case of increasing preferences direction and tloellegilon of the
threshold is direct (Case 1). In the same way, the coeffictemust be lower than 1 in the
cases 2 and 3. As for the case 4, it must be greatertHarin any case, the coefficients
andp must not return a negative value for a threshold. Besideagahe scale of a criterion,
the indifference threshold must remain lower than the pesfee threshold itself lower than
the veto threshold, if it exists};(.) < pj(.) <vj(.).

[Case 1: Increasing preferences and direct thresholds ]
preference
: : bR a
blja bQa 3 bPa 3 and
: : b PV, a

g@  g@+ae@) g@+pg@)  g@+vig@) b

Figure 1.2: Calculation of the thresholds (Case 1)

[Case 2: Decreasing preferences and direct thresholds ]
preference
bR a : .
and : bP a 3 bQja 3 blja
bPV a : :
gi(@-—vj(gj(@)  gj(@-npjgj@) gj@—ajgj@) gj(a) gj(b)

Figure 1.3: Calculation of the thresholds (Case 2)

For the pseudo-criteria model with veto thresholds;(b) > gj(a), the following relations

occur.

o blja< gj(b)—gj(a) <aj(gj(a))
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e bQja<+qj(gj(a)) <gj(b) —gj(a) < pj(gj(a))
e bR a<« pj(gj(a) <gj(b) —gj(a) < vj(gj(a))

e bPVia< gj(b)—gj(a) > vj(gj(a))

(Case 3 and 4: Inverse thresholds )

In cases 3 and 4 the thresholds are invers&Ed&RE Il1-1V software transforms the inverse
thresholds automatically into direct ones, based in thecpie of preferential preservation
situations. It permits to use the same pairwise compariggorithm whatever the type of

thresholds considered. When in presence of case 3, thdatadeLcan be made like in case 1,
and in presence of case 4, the calculation can be made likesa 2, through the following

transformations, in order to obtain direct coefficientshaf thresholds functionsrg, B, ag,

andpy):

! !

P= 1+a” P 1+a

a/ B
* Ga= T g  Pa= 1+qa’
q q

where,a;O and BI'O are the inverse preference thresholds coefficientsoélrmhd BéI are the
inverse indifference thresholds coefficients defined byuber. For more details on the
transformations of the inverse coefficients into directmensult [67, p. 14-16].

The values of the thresholds are used in the calculationeoédmcordance indices, the com-
prehensive concordance indices and the discordancegefditat are analyzed in the next
three sections.

1.1.3 The concordance indices

Let (a,b) be a pair of actions, the concordance indexa,b), is a fuzzy index measuring
whether “actiona is at least as good as actit on criteriong;. The calculation can be
made according to the four different contexts that have heseal for the definition of the
thresholds. See an example of the calculation on page 25.
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[Case 1: Increasing preferences and direct thresholds ]

For a fixedgj(a), Figure 1.4 represents the variationsXfa, b) according to the variations
of gj(b). The thresholds are direct, therefore calculated fromehstlfavorite value.

Ci(a,b) preference

1

g@  gl@+ag@) gi(@+pigi@)  gib)
Figure 1.4: Partial concordance indices iteEETRE |1l (Case 1)

In other words, ifgj(b) belongs to the zone:

(1) :gj(b) > gj(a)+pj(gj(a)) = Cj(a,b) =0
. bis strictly preferred ta on criteriong;.
. Remark:Cj(b,a) =1

(2) - gj(a) +a;j(gj(@)) <gj(b) <gj(@)+pj(gj(a)) = 0<Cj(ab) <1
. bis weakly preferred ta on criteriong;.

. RemarkCj(b,a)=1

_ Pi(gi(®) — [9i(b) — g;(3)]
pj(gj(a)) —aj(gj(a))

(3) :gj(@) < gi(b) < gj(a) + qj(gj (@) = Cj(ab) = 1

. Cj(a,b)

. bandaare indifferent on criteriow;.
. RemarkCj(b,a)=1
(4) :gj(b) <gj(a)=Cj(ab)=1

. acan be indifferent, weakly, or strictly preferredtoln all the cases, the perfor-
mance ofa is better than the performance lof
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. Remark: the value dfj(b,a) depends on thg;(a) — gj(b), gj(gj(b)), and / or
P; (9;(P))-

The general formula of the calculation of the partial codemice index is, therefore:
pi(a(@) ~min{ [6(5) - 5@, py(aia) |
pi(ay(@) —mind a9 @). [0y(b) 1 (a)] |

Cj(a,b) = (1.4)

For the pairn(b, a):

e gj(a) —qj(gj(b)) <gj(b) = Cj(b,a) =1 (b anda are indifferent on criteriow;).

* 9j(a) — pj(gj(b)) < gj(b) <gj(a) —a;(gj(b)) = 0 <Cj(a,b) < 1 (ais weakly pre-
ferred tob on criteriong;).

e gj(b) <gj(a)— pj(gj(b)) = Cj(b,a) =0 (ais strictly preferred td on criteriong;).

[Case 2: Decreasing preferences and direct thresholds ]

For a fixedgj(a), Figure 1.5 represents the variationsp{a, b) according to the variations
of gj(b). The thresholds are direct, therefore calculated fromehstlfavorite value.

Ci(a,b) preference

1

gi(@-pi(gi@)  g(@)—(gj(@) 6i(a) 9(b)
Figure 1.5: Partial concordance indices inEETRE |1l (Case 2)

In other words, ifgj(b) belongs to the zone:

(1) :gj(a) —gj(b) > pj(gj(a)) = Cj(a,b) =0



1.1 TheELECTRE IIl method 11

. bis strictly preferred ta on criteriong;.

(2) 1 qj(gj(a)) <gj(a) —gjb) < pj(gj(a)) = 0< Cj(a,b) <1

. bis weakly preferred ta on criteriong;.

pi(gi(®) — [gj(a) —gj(b)]
pj(gj(a)) —aj(gj(a))

(3) :gj(a) —gj(b) <qj(gj(a)) = Cj(a,b) =1

. Cj(a,b) =

. bandaare indifferent on criteriow;.
(4) :gj(a) <gj(b)=Cj(ab)=1

. acan be indifferent, weakly, or strictly preferredioln all the cases, the perfor-
mance ofa is better than the performance lof

(Case 3 and 4: Inverse thresholds )

In presence of case 3, the calculation can be made like inlgas®d in presence of case 4,
the calculation can be made like in case 2, through the fatigwransformations, in order to
obtain direct coefficients of the thresholds functioasg, (3p, ag, andf):

!/ !

P 1+a P= 1+a

B/
* da= 1+a o= 1+qa’
q q

where,a, and B, are the inverse preference thresholds coefficientscgnaind B, are the
inverse indifference thresholds coefficients defined byuties.

1.1.4 The comprehensive concordance indices

The comprehensive concordance indefa, b), is the sum of the partial concordance indices,
Ci(a,b), on each criterion weighted by the weights of each criteriop The value of



12 The ELECTRE Methodology for Ranking Problems

C(a,b) express in what measure the performances on all criteri@ aencordance with the
assertion & outranksh” (expression 1.5). See an example of the calculation on B8ge

(1.5)

1.1.5 The discordance indices

The discordance of a criteriay) aims to take into account the fact that this criterion is more
or less discordant with the assertiamdutranksb™. The discordance indexDj, reaches its
maximal value when the criteriogj puts its veto to the outranking relation; it is minimal
when the criteriory; is not discordant with the relation. For the calculatiorDgfa, b), it is
necessary to define a veto threshold for each criterion. Segample of the calculation on
page 30.

[Case 1: Increasing preferences and direct thresholds ]

For the first case)(a,b) can be defined, in a general way, by the following formula:

9j(b) —g@)] — pj(gj(a)) }
vi(gj(a)) — pj(gj(a))

Dj(a,b) = min{l, max{o, (1.6)

In Figure 1.6, ifgj(b) belongs to the zone:

(1) :gj(b)—gj(a) < pj(gj(a)) = Dj(a,b) =0

. The performanceg;(a) andgj(b) on criteriong; do not reject the assertiora*
outranksb”.

(2) : pj(gj(a) < gj(b) —gj(a) <vj(gj(a)) == 0<Dj(ab) <1

. The performancegj(a) andgj(b) on criteriong; weakly reject the assertiom”
outranksb”.

[9i(b) —gj(@)] — pi(gi(a))
vj(gj(a)) — pj(gj(a))

. Dj(a,b) =
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(3) :gj(b)—gj(a) = vj(gj(a)) = Dj(a,b) =1

. The performancegj(a) andgj(b) on criteriong; reject the assertiora‘outranks

b”.
Dj(a,b) preference
P
1) (3)
0 - - ’ -
gi(@ gj(@+aj(9j(@) gj@+pjgj@) gj@+vigj@) gjlb)
Figure 1.6: Partial discordance indices indETRE Il (Case 1)
[Case 2: Decreasing preferences and direct thresholds j

For the second casB,j(a,b) can be defined, in a general way, by the following formula:

[9i(@) —gb)] — pi(gj(@)
vi(gj(a)) — pj(gj(a)) }} (1.7)

Dj(a,b) = min{l, max{o,

In Figure 1.7, ifgj(b) belongs to the zone:

(1) :gj(a) —gj(b) < pj(gj(a)) = Dj(a,b) =0

. The performancegj(a) andgj(b) on criteriong; do not reject the assertiom”
outranksb”.

(2) 1 pj(gj(a) < gj(a) —gj(b) <vj(gj(a)) == 0<Dj(ab) <1

. The performancegj(a) andg;(b) on criteriong; weakly reject the assertioa”
outranksh”.

gj(a) —gj(b)] — pj(gj(a))
vi(gj(a@) — pj(gj(a))
(3) :gj(a)—gj(b) > vj(gj(a)) = Dj(a,b) =1

. Dj(a,b) =

. The performanceg;(a) andgj(b) on criteriong; reject the assertioreoutranks
b".
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Dj(a,b) preference

D)

0 . . .
gj(@—vj(gj(a) gj(@—pjgj@) gj@-ajg@) gj@ gj(b)
Figure 1.7: Partial discordance indices iIng€TRE |1l (Case 2)
(Case 3 and 4: Inverse thresholds )

In presence of case 3, the calculation can be made like inlcas®d in presence of case 4,
the calculation can be made like in case 2, through the fatigwansformations, in order to
obtain direct coefficients of the thresholds functioasg, (3p, av, andf,):

!

a, Bp
7P
a — =
* = 1+ap Po= 1+ay
/ B\/[
a — = —7
¢ Qv= 1+a Bv +av

where,al'o and BI'O are the inverse preference thresholds coefficientscgrehd 3, are the
inverse veto thresholds coefficients defined by the user.

1.1.6 The fuzzy outranking relations in ELECTRE ||

The fuzzy outranking relation, defined for each pair of awi(a,b) as a credibility index,
o(a,b), express comprehensively in what measwaetitranksb” using both the compre-
hensive concordance index and the discordance indiceadtreiteriongj. The credibility

is merely the comprehensive concordance index weakeneldebgliscordance indices. In
the absence of such discordant critedd@a, b) = C(a,b). This credibility value is reduced
in the presence of one or more discordant criteria whefa, b) > C(a,b). In conformity
with the veto effectg(a,b) =0if 3 j | Dj(a,b) = 1, whatever the relative importance of the
criterion,w;.
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The credibility index can be defined as follows:

C(a,b) if F(a,b)=0

o(@b)=4 c@abx ] 711__%1(25‘1;) it F(ab) #0 (1.8)
jeF(ab) ’

where,F(a,b) = {j € F/Dj(a,b) > C(a,b)}.

The formula 1.8, determining the value of’a,b) over the intervall0, 1], is constructed
in such a way as to fulfill certain qualitative principles,daim particular, it excludes the
possibility that a big loss in one criterion might be compad by a number of small gains
on the remaining criteria [52]. See an example of the calmrian page 31.

1.1.7 The ranking algorithm in ELECTRE II|

The ranking algorithm is used in the exploitation procediréne fuzzy outranking relation;
it is based on the degrees of credibility of each action irepotd get a final partial pre-
order, resulting from the intersection of two complete prders. This algorithm needs an
additional information related to the distillation, i.the distillation threshold functiorg(A ).
This function is used to make successive cuts of the fuzzsanking relations in order to
obtain crispy outranking relations (it should be noticet ttiee results will be influenced
by the distillations thresholds and the cutoff levels cim)sé-or more details, consult [48,
p. 415-422]. See an example of the calculation on page 39.

The two complete pre-orders are constructed in a differeyt Whe first one is obtained in

a descending manner by starting with the best action, arghfirg with the assignment of
the worst one; it is calledescending distillationThe second one is obtained in a ascending
manner by starting with the worst rated action, and finishvitg the assignment of the best
one; it is calledascending distillation

To establish these pre-orders, we proceed in the followiag w
e From the fuzzy outranking matrixj(a, b)], a succession of crispy outranking relations

is built. To do this, a set of cutoff levels, € [0, 1], and a distillation threshold(A,) =
a x A+ B, are defined. Then, only the ar@s b) of the fuzzy outranking relation for
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which o(a,b) > A, are kept, and a crispy outranking reIatiS}‘i is obtained; it can be
defined as follows:

akp o { o(a,b) > A (1.9)
o(a,b) > ag(b,a) + s(o(a,b))

This means that the assertioa 8utranksb” will be taken into account if it is more
significative than the reverse assertidrnoutranksa’”.

e From the crispy outranking matrix, the following calcutatiare made, for all actions:

. the A-power of a, pﬁk(a): is the number of actions that are outrankedakfjt
expresses for how much an actiaoutranks all the others).

plk(a) = ){beA/aﬁ" b}):card{beA/aﬁ" b} (1.10)

. the A .-weakness of, f,fk(a): is the number of actions that outraakexpresses
for how much an actioa is outranked by all the others).

fo(a) = ){beA/bS"Ak a}‘:card{beA/bS')\k a} (1.11)

. the A-qualification of a with respect to the seA, qﬁ\\k(a). This indicator ex-
presses, in a clear way, the relative positions of the astdithe sefA.

q(a) = pat(a) — fa*(a) (1.12)

e Let A1 be the first fixed cutoff level anq,’l"(a) be the qualification of actioa. Then,
select, in the set of the actions to rak,the best one (or the best ones in caseof
a&quo obtaining thus a subset of actions frémvhich has the maximum qualification
(descending selectiom;) or the worst action (or the worst actions) obtaining thus a
subset of actions from which has the minimum qualification (ascending selection,

D,):

D1 ={acA/ql(a) =1, = maxql(x) } (1.13)

xeA

D, = {acA/qk(a) =g, =mingi(x)} (1.14)

e Therefore, at the end of tHesteps of the first distillation, a first subset Afwhich
will constitute the first (or the last) class of one of the twuafipre-orders has been
selected. Le€C, = D, denote the first class of the descending selectionGind D,
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denote the last class of the ascending selectionALet A\ C,, or A, = A\ C, denote
the remaining subset of the actions fréxrto rank after the first distillation. In this
subset, the qualification of each action is calculated afgaiiselecting one or several
actions. Reiterate until all the actions are ranked.

The ranking algorithm can be stated as follows:

1) n=0, A,=Aor A,=A

2) Ao = Maxao(ab) or A, = Maxao(a,b)
* gibﬂn a'gjbén

4) Among all the arcs of the fuzzy outranking relation whigkdibility is lower
thanA, —s(Ay), and choose the one that have the maximum value:

)\k+1 == maX G(a, b)
{o(ab) > A—s(A)}
a,be Dy

Notice thatv a,b € Dy, 0(a,b) > Ay —S(Ax) = A1 =0

5) Calculate th&-qualifications of all the actions belonging Q.
6) Obtain the maximum or minimurk.-qualifications T, orng.
7) Build the subset:

= A

D1 = {a €Dk / o (a) = qu}

or

A

Dy, = {a €Dx/ qotﬂ(a) = ng}

8) if |[Dia| =1o0r |Dy,4| =1o0r A, =0then, goto9

elsedok=k+1, D,=D, OR D,=D,,go to4

9) Cn+1 = 5n+1

do KHH = Kﬂ\énﬂ or An+1 = An\gn+l
if Ay,=00rA,.,=0thenn=n+1,got02
else END of the distillation.
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Notice that during the same distillations, when moving fretepk to stepk+ 1, the cutoff
level A, is replaced by, ,; < A, in the following transformation (léD, be the remaining set
of actions to rank):

A1 = max o(ab) (1.15)

{o(ab) > M—s(Ap)}
a,beDy

where s(Ay) = a x A+ B. The user can fix one value for the distillations coefficientendf3
before the calculation. However, some standard valuesrapoped to him/herg = —0.15
and 3 = 0.30). When using EECTRE IV, the distillations coefficients&r and 3 are fixed
(a =0 andB = 0.1) in order to be coherent with the values assigned to the mzmee
relations (1, 8, 0.6, 0.4 and 02 for the relationsS;, &, Sy, S S, respectively). See
section 1.2.3 for more details.

At the end of the ascending and descending distillatioresyelults are two complete pre-
order. In each of them, the actions are regrouped in a sehkédbequivalence classes. Each
class contains at least one action. Th&ersection pre-order provides the comparisons

between actions and underlines the possible incompaiasili

e an actiona will be considered better thamif in at least one of the distillations, is
better tharb, and in the other distillatiorg is at least as well ranked &as

¢ an actioma will be judged indifferent td if the two actions belong to the same equiv-
alence class in the two pre-orders.

e the actionsa andb are incomparable i& is better ranked thab in the ascending
distillation andb is better ranked thaain the descending distillation aice-versa
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1.2 The ELECTRE

IV method

A finite set

of actions A

19

Coherent family

of pseudo-criterial

Thresholds
vj(9j(a))

Performance of the actiong(a)

Thresholds);(g;(a)) andpj(g;j(a))

Pairwise comparison of the actions

on each criterion

Outranking relations:

SHSSSHS

Distillation threshold
s(A)

Two complete pre-orders

Final partial pre-order

Ranking algorithm

Figure 1.8: General structure of ECTRE IV

ELECTRE IV is appropriate for the cases in which the user is not aldesaot want, or does

not know how to introduce information about the relative ortance of the criteria. Thus,

in the BELECTRE IV method now; is introduced. It does not mean that each criterion has

exactly the sameveight[43]. For this reason it is impossible to construct the codaace

matrix.

ELECTRE IV method uses five outranking relations to build the nestatdamking relations

(&, & Sp: S andS). The use of this five relations must fulfill two constraints:
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e no criterion is preponderant when compared to any subsetlbbhthe criteria.

e no criterion is negligible when compared to any subset dfdfahe criteria.

By pairwise comparison, if there are more than one relatiom richer one should be kept.
The B.ECTRE IV method exploitation procedure is the same aslia&rrE 1l (Figure 1.8).
For more details, see section 1.1.7 on page 15.

1.2.1 Notation

The notation used for EECTRE Il is valid for ELECTRE IV, except the one related to the
weights of criteria. It is useful to introduce some specifitation:

np(a,b) : the number of criteria for which is strictly preferred td, a P b (it means that
are enough reasons to justify the preferenca a¥erb).

np(b,a) : the number of criteria for which is strictly preferred ta, b P a (it means that
are enough reasons to justify the preferenck a¥era).

ng(a,b) : the number of criteria for which is weakly preferred td , a Q; b (it means that
are an hesitation between strictly preference and in@iffee ofa overb).

ng(b,a) : the number of criteria for which is weakly preferred ta, b Q; a (it means that
are an hesitation between strictly preference and ineiffee ofb overa).

ni(a,b) : the number of criteria for which is considered indifferent tb, a I; b, but such
thata has a better performance thhifit means that are enough reasons to justify
the indifference between both actions).

ni(b,a) : the number of criteria for which is considered indifferent ta, b |; a, but such
thatb has a better performance tharfit means that are enough reasons to justify
the indifference between both actions).

no(a,b) =ng(b,a) : the number of criteria for which andb have the same performance,
gj(a) = gj(b).

n = Np(a,b) + ng(a,b) + ni(a,b) + no(a, b) + ni(b, a) + ng(b,a) + np(b,a) : the total
number of criteria|F | = n).
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1.2.2 The five outranking relations

The conditions 1.16 - 1.21 represent the five outrankingiozla that are defined forlEECTRE
IV method as follows [67, p. 40-41], [48, p. 270-271]:

¢ Quasi-dominance &y):

b S] as { np(a, b) + nQ(a7 b) =0 (116)

ni(a,b) < ni(b,a) 4+ ng(b,a) + np(b, a)
The pair(b,a) verifies the relation of quasi-dominance if and only if:

- for every criterionp is either preferred or indifferent & and

- the number of criteria for which the performanceaois better than the perfor-
mance ob (a staying indifferent td) is strictly lower than the number of criteria
for which the performance dfis better than the performanceaf

e Canonic-dominance &):

np(a,b) =0
bSa< < ny(ab) <nyb,a) (1.17)
ng(a,b) +ni(a,b) < nj(b,a) + ng(b,a) + np(b, a)

The pair(b,a) verifies the relation of canonic-dominance if and only if:

- for no criterion,a s strictly preferred td, and

- the number of criteria for which is weakly preferred td is lower than or equal
to the number of criteria for whichis strictly preferred t@, and

- the number of criteria for which the performanceaois better than the perfor-
mance ob is strictly lower than the number of criteria for which thefoemance
of b is better than the performance af

o § C & (Sisricher tharg) and§y =S if {j e F|aQj b} =0, i.e.ng(a,b) =0.
e Pseudo-dominance$):

np(a,b) =0

(1.18)
nCI(a7 b) < nq(b7 a) + np(b7 a)

bSpa<:>{

The pair(b,a) verifies the relation of pseudo-dominance if and only if:
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- for no criterion,a is strictly preferred td, and

- the number of criteria for which is weakly preferred td is lower than or equal
to the number of criteria for whichis strictly or weakly preferred ta.

o & C S (Spisricher thars,).
e Sub-dominance &):
bSa< np(a,b)=0 (1.19)

The pair(b,a) verifies the relation of sub-dominance if and only if for ndemion, a
is strictly preferred td.

- S C S (Sisricher tharS)

e \eto-dominance §)):

bSasnp(ab)=0 (1.20)
or
np(a,b) =1
bSa«s{ npb,a) >3 (1.21)

9j(b)+vj(gj(b)) = gj(a),¥ | € F
The pair(b,a) verifies the relation of veto-dominance if and only if:

- either for no criteriona is strictly preferred td, or

- ais strictly preferred td for only one criterion but this criterion does not veto
the outranking of overb and furthermoreh is strictly preferred ta for at least
half of the criteria.

5. S C S (S isricher tharsy)

1.2.3 The fuzzy outranking relations in ELECTRE IV

For each pair of action&, b), the credibility degrees are in the ran@el] that indicate in
what measure it can be affirmed that Gutranksb”. For the calculation of the credibility
index, o (a, b) the following indicators must be calculated for the assigntiof the relations
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to the pair(a, b): np(a,b), ng(a,b), ni(a,b), no(a, b), ni(b,a), ng(b,a), andny(b,a). If there
are more than one relation, the richer one should be keptaiSegample of the calculation
on page 32.

For each dominance relation there is a value for the creiilbiégrees, in order to build the
credibility matrix. These values (expression 1.22), tbhgetvith the coefficients of the distil-
lation threshold function, were built in order to be coheénsith the distillation mechanism
in the ranking algorithm and the successive cuts on ttecERE IV relations.

( 1 if a§ b (quasi-dominance)

0.8 if a & b (canonic-dominance)

o(ab) - 0.6 if a§ b (pseudo-dominance) (1.22)
0.4 if aS b (sub-dominance)

0.2 if aS b (veto-dominance)

0 ifnorelation amond§;, &, S, S5, S/} for (a,b)

The distillation threshold functiors(A) = a x A + 3, used in EECTRE IV, is constant,
wherea = 0 andf3 = 0.1. Thus,s(A) = 0.1. This value allows the transformation of a
nested relation into a fuzzy one. As consequences:

e in the first step of the ranking, only the strongest dominaaroceng those that have
been verified will be taken into account.

e in the second step of the ranking, the two strongest domeavit be taken into
account, etc.

1.3 Anillustrative example

This illustrative example has been used in [67, 68] to pregenE ECTRE I1I-1V software
in the French version. The objective is to make the ranking®french cars that were
evaluated on 7 criteria (Tables 1.1, 1.2, 1.3, and 1.4).

In Table 1.2, the lindVlode of definitiorindicates the mode of calculation of the thresholds
(—, direct, considers the worst of the two actiors; inverse considers the best of the two
actions). The lines concerning tivifference preferenceandvetopresent the coefficients
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a andp of the affine function for the calculation of the thresholdgg;(a)) = aj x gj(a) +
Bj, pj(gj(a)) = aj x gj(a) + Bj, andvj(gj(a)) = aj x gj(a) + B;. In the next paragraphs,
some EECTRE Il and ELECTRE IV calculations are placed to this illustrative example.

Table 1.1: List of criteria and codes

Criterion name Code
Price 01: Prix
Maximum power per Km/h O2: Vmax
Consumption in 120 Km/h per litre gs: C120
Volume of the case per dm3 0a: Coff
0.100 Km/h in seconds gs: Acce
Distance of braking by 130 km/h Oe: Frei
Sound level in db g7: Brui

Table 1.2: Definition of the pseudo-criteria

g1 92 93 7] 95 96 g7

Prix Vmax C120 Coff Acce Frei Brui
Direction of preference| Decreasing | Increasing| Decreasing| Increasing| Decreasing| Decreasing| Decreasing

! T ! T | | |
Weight, w; 0.3 0.1 0.3 0.2 0.1 0.2 0.1
Mode of definition Inverse Direct Direct Direct Direct Direct Direct

— — — — — — —
Indifference @ / B) 0.08 / —2000 0.02/0 0/1 0/100 0.1/-05 0/0 0/3
Preferenced / ) 0.13/-3000 0.05/0 0/2 0/200 02/-1 0/5 0/5
Veto (o / B) 0.9/50000 - 0/4 - 05/3 0/15 0/15

Table 1.3: List of actions and codes

Alternative name Code

Citroen BX 16 TZS a;: CBX16
Peugeot 205 GTI 1.9 ap: P205G
Peugeot 405 MI16 az: PA05M
Peugeot 605 SV 24 a4 P605S
Renault 4 GTL CLAN as: RAGTL
Renault CLIO 16S ag. RCLIO
Renault 21 TSE a7: R21TS
Renault 21 2L.TURBO ag: R21TU
Renault 25 BACCARA V6 ag: R25BA

Renault ALPINE A610 TURBO ajo: ALPIN
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Table 1.4: Table of performances

01 (7] O3 Oa Os Js g7
Prix | Vmax | C120 | Coff | Acce | Frei | Brui
a;: CBX16 | 103000| 171.3| 7.65| 352| 11.6| 88.0| 69.7
ap: P205G | 101300| 205.3| 7.90| 203 84| 783 73.4
az: P405M | 156400| 221.7| 7.90| 391 8.4|81.5| 69.0
aq: P605S | 267400| 230.7| 10.50| 419 8.6 | 64.7| 65.6
as: R4GTL | 49900| 122.6| 8.30| 120 | 23.7|74.1| 76.4
as: RCLIO | 103600 205.1| 8.20| 265| 8.1|81.7| 73.6
a7: R21TS | 103000| 178.0| 7.20| 419| 11.4| 77.6| 66.2
ag: R21TU | 170100| 226.0| 9.10| 419 8.1| 74.7| 71.7
ag: R25BA | 279700| 233.8| 10.90| 359 7.8| 75.5| 70.9
a;0: ALPIN | 405000| 265.0| 10.30| 265| 6.0| 74.7| 72.0

(Concordance indices )

According to the illustrative example, the calculationglué concordances indices can be
made as follows [67, p. 21-28]:

Example 1 Calculations ofC4(az,a;3), Ca(az,ag), andCy(az, az)

Table 1.5: Comparison of actions on criterign

| gs: Coff (1 —) |
a;. CBX16 352
ap. P205G 203
as. RCLIO 265
az: R21TS 419

On criteriongy, the preferences are in increasing direction with the perémces, and the
thresholds are direct, and constamt=£ 0):

. Oa(ga(az)) = 100

. Pa(9a(az)) =200

. 0u(82) + Ga(9a(a2)) = 203+ 100=303

. Ga(@2) + pa(ga(az)) = 203+ 200= 403
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. 04(86) < 94(@2) + 0a(04(a2)) = Ca(az,ag) = 1
. 04(a7) > ga(@2) + pa(0a(a2)) = Ca(az,a7) =0

. 04(a2) + qa(ga(a2)) < ga(a1) < ga(az) + pa(ga(az)) means that the calculation of
Ca(ap,a1) is made by linear interpolation:

(94(a2)) — [g4(a1) —ga(@)] _ 200-(352-203) _ ) o,
Pa(da(a2)) — da(9a(az)) 200-100 .

Cs(ap,a1) = Pa

Example 2 Calculations ofC»(ag,a4), C2(as, as), andC,(ag, ag)

Table 1.6: Comparison of actions on criterign

‘ ‘ g2: Vmax (1 —) ‘

ag: P405M 221.7
as: P605S 230.7
as: RAGTL 122.6
ag: R25BA 233.8

On criterion gy, the preferences are in increasing direction with the perémces, and
the thresholds are direct. The actiag is better than actiorms on criteriong,. Thus,
C,(ag,as) = 1. It remains the comparison of the actianto a4, anda:

. O2(g2(a3)) =0.02x 2217+ 0=4.434

. p2(g2(ag)) =0.05x 2217+ 0=11.085

. gz(ag) + qz(gz(ag)) =2217+4.434= 226134

. O2(a3) + p2(02(a3)) = 2217+ 11.085= 232785

. G2(ag) > g2(ag) + P2(92(a3)) = Ca(az,ag) =0

. 92(a3) + G2(92(83)) < g2(a4) < 2(as) + P2(92(as)) means that the calculation of
Cy(ag,a4) is made by linear interpolation:
232785— 2307

_ —0.31
Ca@2,81) =~ ac 4234 = 0-3
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Table 1.7: Comparison of actions on criterign

‘ Oe: Frei (| —) ‘
a;: CBX16 88
ap: P205G 78.3
ag: RCLIO 81.7
a7: R21TS 77.6
ag: R21TU 74.7

Example 3 Calculations ofCg(ag,a1), Cg(ag,a2), Cs(ag,az), andCg(ag, ag)

On criteriongg, the preferences are in decreasing direction with the padaces, and the
thresholds are direct, and constamt=€ 0). The actioreg has a better performance than the
actiona;. Thus,Cg(ag,a1) = 1. For the remaining actions:

. Os(9s(a6)) =0

. Ps(g6(as)) =5

. Us(a6) — G6(Ys(86)) =81.7—-0=2817

. Us(a6) — Ps(T6(ae)) =817 -5=76.7

. O6(as) — Ps(s(a6)) > Us(@s) = C2(ag,a) =0

. Os(as) — Ps(Us(as)) < gs(az) < 02(as) — ds(gs(as)) Means that the calculation of
Ce(as,a7) is made by linear interpolation:

77.6—76.7
Ce(ag,a7) = “ 5.0 0.18

. Os(as) — Ps(Js(as)) < Us(@2) < Go(as) — 0s(9e(@s)) Means that the calculation of
Ce(as,a2) is made by linear interpolation:

783—-76.7
Ce(ag, a2) = “ 5.0 0.32

Example 4 Calculations ofC4(ag, a3)

On criteriongy, the preferences are in decreasing direction with the pedaces, and the
thresholds are inverse. The ECTRE I1I-1V software transforms the inverse thresholds into
direct ones, based on the inverse coefficients given by tbisida-maker. Ifa’, andB’ are
the coefficients of the inverse threshotd;andf the coefficients of the direct thresholds:
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fa= 14?{(/101(q - 138.?)8 =007
- 15}/101(q - 1_+2 8%?3 = 185185
v~ a0
. Bp Po —3000 _ 5654867

“1ta, 1+013

. qu(91(ag)) = aq x g1(ag) + By = 0.074x 170100+ (—185185) = 1073555

. 01(ag) —q1(g1(ag)) = 170100- 1073555= 15936445

. p1(01(ag)) = ap x g1(ag) + Bp = 0.115x 170100+ (—2654867) = 1690663
. 01(ag) — p1(g1(ag)) = 170100- 1690663 = 15319337

. 01(ag) — p1(01(ag)) < g1(az) < g1(ag) — ai1(91(ag)) means that the calculation of

Ci(ag,as) is made by linear interpolation:

156400- 15319337

1690663_ 1073555 022

Cl(as, a3) =

Table 1.8: Comparison of actions on criterign

‘ ‘ 01: Prix (| <) ‘
ag: P205M 156400
ag: R21TU 170100

In any way, in the calculation process it is possible to abtia¢ concordance indic€(a, b)

on criteriong; for all pair of actions(a,b), and finally displaying the concordance matrices
for each criterion. For instance, on criterigp, the concordance matrix is defined in Ta-
ble 1.9.

(Comprehensive concordance indices )

According to the illustrative example, the value{fag, ag), C(a;,a4), andC(agz, ag) are
calculated as follows [67, p. 29]:
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C (a0, 36) — (0.3x0)+(0.1x1)4+(0.3x0.2)+(0.2x1)+(0.1x1)+(0.2x0.84)+(0.1x1) 0.56
9:88) = 03+01+03+02+01+02+01 -

Clay, a) (0.3x1)+(0.1x0)+(0.3x 1)+ (0.2x 1)+ (0.1x0)+(0.2x0)+ (0.1 x0.45) 0.65
1,84) = 03+01103102401+02+01 =

~ (03x1)+(01x1)4+(0.3x1)+(02x1)+(0.1x1)+(0.2x0)+(0.1x1)
C(as, 2) = 03101103+02101102+01 —03846

For all pairs of actions representing the illustrative eglanthe comprehensive concordance
matrix is obtained (Table 1.10). This matrix can also be tbrthe next chapter (Figure 2.32
on page 90).

Table 1.9: Concordance matrix on criterign

(oG [a ]| a |aifas|a|ar|a]a]a]

aa |11 1 |1|ofl1]1]1|1]1
a |11 1 |1|ofl1]1]1|1]1
aa |0l0| 1 |1|0|l0]0o]|1|1]1
a 0|0 o |1|0|l0]0]O|1]1
as |11 1 |1|21|1]1]1|1]1
a |11 1 |1|ofl1]1]1|1]1
az |11 1 |1|ofl1]1]1|1]1
as |0|0]o052{1|0|0]0]|1|1]1
a 0|0 0 |1|0|0]0]0O|1]1
ao |0]|0| 0 |0|lO0O]O|O|O]O]| 1

Table 1.10: Comprehensive concordance matrix

|Cl.)| a | & | as | a [ as | a | ar | a | a | apo |
a, | 1 |069]0.69]065]062]069]078]069]0.69]0.69
a | 09| 1 073054064 1 |0.75|0.66]0.69|0.74
a | 077|067 1 |0.78|062|0.77|0.65| 085071 0.69
a |054| 054|054 1 |054|051] 054065092085
as |062|085|062|046| 1 |0.78|059|0.63|0.62]0.72
as |097| 09 |082| 061|062 1 |0.71]0.69]0.77|0.69
a; | 1 |085|085069|066| 08| 1 |0.76|0.78]0.76
as | 067|0.72|084|077|075| 077|048 1 |0.96| 0.85
as | 054| 054|054 0.77| 05 |054|047|056| 1 |0.82
ajo | 0.54| 054| 0.5 | 0.46| 0.52| 0.54| 0.38| 0.64| 0.77| 1
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(Discordance indices )

In the illustrative example, the veto thresholds have bedimeld on criteriag:, g3, Os, Js,
andgy. Only these criteria can give a discordance index not nul| 5 32-35].

Example 1 Calculations oDg(a1,a4), andDg(as,az)

Table 1.11: Comparison of actions on critergy

‘ ‘ gs: Prix (| —) ‘
a;: CBX16 88
ay: P605S 64.7
az: R21TS 77.6

On criteriongg, the preferences are in decreasing direction with the pedaces, and the
thresholds are direct, and constamt=£ 0):

. Ps(9s(a1)) =5
. V6(0s(a1)) = 15
. Us(a1) —ge(@4) > Ve(gs(a1)) = De(az,aq) = 1

. Os(a1) — Ve(gs(a1)) < gs(az) < gs(a1) — ps(gs(a1)) means that the calculation of
Ds(a1,a7) is made by linear interpolation:

J6(a1) — Pe(0s(a1)) —ge(a7) _ 83— 77.6 _ 0.54
Ve(9s(a1)) — Ps(9s(a1)) 15-5 '

De(ay,a7) =

Example 2 Calculations oD (ag,a;), D1(ag,a4), andD4(ag, ag)

Table 1.12: Comparison of actions on critermn

‘ g1: Prix (| <) ‘
a;: CBX16 103000
as: P605S 267400
ag: R21TU 170100
ag: R25BA 279700

On criteriongs, the preferences are in decreasing direction with the padaces, and the
thresholds are inverse. The EcTRE III-1V software transforms the inverse thresholds into
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direct ones, based on the inverse coefficients given by tbisida-maker. Ifa’, andf’ are
the coefficients of the inverse threshotd;andf the coefficients of the direct thresholds:

o= 13;;;, - 13'3.313 =015
PO -

= 15601; - 133.9 = 0474
PO -

. Pu(01(ag)) = ap x G1(ag) + Bp = 0.115x 279700+ (—2654867) = 2951063
. g1(a0) — p1(gi(ag)) = 279700 2951063 — 25018937

- V1(g1(as)) = Gy x G1(ag) + By = 0.474x 279700+ 2631579 = 15889359

. g1(ag) —Vi(ga(ag)) = 279700 15889359 — 12080641

. 91(a9) — g1(a4) < pa(91(ag)) = D1(ag,a4) =0

. 01(a9) —g1(a1) > vi(01(a9)) = D1(ag,a1) =1

. 01(a9) — v1(01(a9)) < g1(ag) < g1(ag) — p1(gi(ag)) means that the calculation of
Di(ag, ag) is made by linear interpolation:

1(a9) — p1(91(a9)) —01(as) _ 25018937—170100

vi(0o1(as)) — pa(i(as)) 15889350 2051063 02

Di(ag,ag) = 2

In any way, in the calculation process itis possible to obtiaé discordance matrj;(a, b)]
on criteriong; for all pair of actionga, b).

[Fuzzy outranking relation in ELECTRE IlI j

According to the comprehensive concordance matrix, anghainieal discordance matrices,
the values obr(a1,a7), o(a1,a4), ando(ag,ag) are calculated as follows [67, p. 36]:

. F(a1,a7) =0, withVj, Dj(as,a7) < C(as,a7) = o(ar,a7) =C(ag,a7) = 0.78
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. De(ag,a4) =1=0o(as,a4) =0

. C(ag,ag) = 0.56, D1 (ag,ag) = 0.62, and for allj # 1, Dj(ag,ag) = 0 = F(ag,as) =
{91} = 0(as.8) = 0.56x T

For all pairs of actions representing the illustrative epbanthe credibility matrix, or fuzzy
outranking matrix is obtained (Table 1.13). This matrix edso be found in the next chapter
(Figure 2.33 on page 91).

Table 1.13: Credibility matrix in EECTRE Il

lo(.)] & | a [ a | a [ a | a | a | a | a | ao |
a 1 ]o0.692]0692] 0 [o0.153]0.692]0.778] 0.382] 0.562[ 0.382
a |0898| 1 |0734|0163|0623| 1 |0.748]0.659| 0.692| 0.735
as | 0769|0671 1 0 0 |0.769| 0.649| 0.846| 0.71 | 0.692
ay 0 0 |0392| 1 0 0 0 |0.647| 0.923| 0.846
as |0.396| 0 0 0 1 0o |0333] o 0 0
as | 0.965| 0.895| 0.815| 0 | 0.525| 1 |0.714| 0.686| 0.769| 0.692
as 1 | 0.846| 0.846| 0.472| 0.654| 0.846| 1 | 0.757|0.781| 0.757
ag | 0.665| 0.723| 0.843| 0.767| 0 | 0.769| 0.416| 1 | 0.963| 0.846
ag 0 0 | 0320769 o0 0 0 |0484| 1 |0822
a | O 0 0 |0355| o0 0 0 0o |o0769| 1

(Fuzzy outranking relation in ELECTRE IV )

The next three example are used for the calculation of theyfomtranking relation of the
ELECTRE IV method according to the illustrative example presentetié beginning of this
section. Thus, for each pair of actio(a b), and for each criterio;, starting with the
determination of which the five relations that is verified amoa P b, a Qj b, alj b, b Q; a,
andb P, a. The calculation can be made using the inverse, or the dineesholds, but the
ELECTRE IlI-1V software use only direct thresholds, by transforioatof the inverse ones.
To simplify, on these examples, the inverse thresholds btaireed according to the best
action [67, p. 42-48].

Example 1 Calculations ofo(az, ag), ando(ag, az)

- On criteriongy, the preferences are in decreasing direction with the padaces, and
the thresholds are inverse:
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q1(g1(az)) = 0.08 x 101300+ (—2000 = 6104
p1(g1(az)) = 0.13x 101300+ (—3000) = 10169
g1(ag) — g1(az) = 170100- 101300= 68800

. 01(ag) — g1(az) > p1(gi(az)) = az Py ag = Np(az,ag) :=1

Table 1.14: Comparison of actioas andag

g1: Prix | gz: Vmax | g3: C120| g4: Coff | gs: Acce | gs: Frei | g7: Brui
ay: P205G 101300 205.3 7.9 203 8.4 78.3 73.4
ag: R21TU 170100 226 9.1 419 8.1 74.7 71.7

- On criteriongy, the preferences are in increasing direction with the perémces, and
the thresholds are direct:

(g2(a2)) = 0.02x 2053+ 0= 4.106

g2(92(
P2(g2(a2)) = 0.05x 2053+ 0= 10.265
02(ag) — go(az) = 226— 2053 = 20.7

02(as) — 02(a2) > p2(g2(az)) => ag P2 @y = np(ag,a) =1

- On criteriongs, the preferences are in decreasing direction with the pedaoces, and
the thresholds are direct, and constantf 0):

gz(g3(ag)) =1
p3(g3(ag)) =2
g3(ag) —ga(a) =9.1-7.9=12

a3(93(as)) < 93(ag) — gs(a2) < ps(gs(as)) = az Qz ag = Ng(az,ag) :=1

- On criteriongy, the preferences are in increasing direction with the perémces, and
the thresholds are direct, and constant{ 0):

da(9a(az)) = 100

P4(ga(az)) =200

Os(ag) — g4(ap) = 419—203= 216

04(ag) —Qa(az) > pa(ga(az)) = ag P4 @ax = np(ag,az) :=1+1=2
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- On criteriongs, the preferences are in decreasing direction with the padaces, and
the thresholds are direct:

05(05(az)) = 0.1 x 8.4+ (—0.5) = 0.34

Ps(gs(az)) = 0.2x 8.4+ (—1) = 0.68

Us(a2) —gs(ag) =8.4—8.1=0.3

. Os(az) — gs(as) < gs(gs(az)) = az ls ag = ni(ag,ap) :=1

- On criteriongg, the preferences are in decreasing direction with the padaces, and
the thresholds are direct, and constant£ 0):

ds(gs(@2)) =

Pe(Js(a2)) =
Os(a2) —gs(ag) =783 —-747=23.6

. G6(gs(a2)) < gs(@2) —9e(as) < Gs(Ts(a2)) = ag Qg @2 = Ng(ag,az) :=1

- On criteriongy, the preferences are in decreasing direction with the padaces, and
the thresholds are direct, and constantf{ 0):

d7(97(az)) =

)
pr(g7(a)) =
g7(a2) — gr(ag) = 734 —717=17

. O7(a2) —97(ag) < A7(97(a2)) = @z 17 ag = ni(ag,az) :=1+1=2
Obtaining consequently the following indicatorg;(ag,ag) = 1, ng(az, ag) = 1, nj(ap, ag) =
0, ni(ag,a2) = 2,Nnq(ag,az) = 1, andnp(ag, az) = 2.

Then, no dominance relatiolyf, &, Sy, S, S) has been found froma, to ag. Thus,
o(az,ag) =0, ando(ag,ap) = 0.

Example 2 Calculations ofo(ay,ag), ando(ag, a1)
- On criteriong,, the preferences are in decreasing direction with the padaces, and
the thresholds are inverse:

q1(g1(a1)) = 0.08 x 103000+ (—2000 = 6240
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p1(g1(a1)) = 0.13 x 1030004 (—3000 = 10390
g1(as) — g1(al) = 103600- 103000= 600

. g1(a) —g1(a1) < qu(g1(a1)) = a1 11 ag = ni(ag, a) =1

Table 1.15: Comparison of actioag andag

g1: Prix | gz: Vmax | gz: C120| g4: Coff | gs: Acce | gs: Frei | g7: Brui
L= T — l—= T— L= = L=

a;: CBX16 103000 171.3 7.65 352 11.6 88 69.7

ag: RCLIO 103600| 205.1 8.2 265 8.1 81.7 73.6

- On criteriongy, the preferences are in increasing direction with the perémces, and
the thresholds are direct:

02(92(a1)) = 0.02x 1713+ 0= 3.426
P2(g2(a1)) = 0.05x 1713+ 0= 8.565
d2(ag) —g2(a1) = 20511713 =338

" O2(36) —g2(a1) > p2(g2(a1)) = @ P2 a1 = np(ag,a1) =1

- On criteriongs, the preferences are in decreasing direction with the padaoces, and
the thresholds are direct, and constant{ 0):

g3(as) —3(aq) = 8.2—7.65=0.55
. O3(a6) —gs(a1) < ds(gs(as)) = a1 lsag = ni(ag,a6) '=1+1=2

- On criteriongg, the preferences are in increasing direction with the perémces, and
the thresholds are direct, and constantf 0):

d4(0a(ae)) = 100
P4(da(as)) = 200
94(a1) — ga(as) = 352— 265= 87

. Oa(a1) — 04(36) < da(94(86)) = a1 14 @6 = ni(ay,a6) :=2+1=3

- On criteriongs, the preferences are in decreasing direction with the padaoces, and
the thresholds are direct:
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05(gs(a1)) = 0.1x 11.6+ (—0.5) = 0.66
p5(g5(a1)) =02x116+ (—1) =132
gs(a1) —gs(ag) = 11.6-8.1=35

. gs(a1) —0s(as) > Ps(gs(a1)) = ag Ps a; = np(ag,a;) :=1+1=2

- On criteriongg, the preferences are in decreasing direction with the padaces, and
the thresholds are direct, and constant£ 0):

ds(9s(a1)) =0
Ps(gs(a1)) =5
gs(a1) —Js(as) =88—81L7=16.3

. Os(a1) —0e(a6) > Ps(gs(a1)) = ag Pg @1 = Np(ag,a1) :=2+1=3

- On criteriongy, the preferences are in decreasing direction with the padaces, and
the thresholds are direct, and constantf 0):

a7(g7(as)) =3
p7(g7(as)) =5
g7(as) —g7(a1) = 73.6 —69.7 = 3.9

. O7(97(a6)) < 97(as) —g7(a1) < pr(97(as)) = a1 Q7 @ = Ng(a1,a6) :=1

Obtaining consequently the following indicators;(a;, a) = 0, ng(a1,as) = 1, ni(a1, as) =
3,ni(as,a1) = 0,ng(as,a1) = 0, andnp(as,a;) = 3.

Sincenp(ay,as) = 0 andng(as,as) < Ng(ae,a1) +Np(as,a1), thenag Spag. Sinceng(ay, as) +
ni(a1,ae) > Ni(as,a1) + Ng(as, a1) + Np(as,a1) then, ~ (ag S @). Sincenp(ag, a1) > 1
then, no dominance relation has been found frayrto as. Thus, o(as,a;) = 0.6, and

0(a17 aﬁ) =0.
Example 3 Calculations ofo(az,ag), ando (ag, az)
- On criteriongy, the preferences are in decreasing direction with the pedaces, and
the thresholds are inverse:

q1(01(a2)) = 0.08 x 101300+ (—2000 = 6104
p1(g1(az)) = 0.13x 101300+ (—3000 = 10169
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g1(as) — g1(a2) = 103600- 101300= 2300

. g1(a6) —g1(a2) < q1(91(a2)) = @z 11 @ = ni(az,a) =1

Table 1.16: Comparison of actioas andag

g1: Prix | gz: Vmax | g3: C120| g4: Coff | gs: Acce | gs: Frei | g7: Brui
ay: P205G 101300 205.3 7.9 203 8.4 78.3 73.4
ag. RCLIO 103600 205.1 8.2 265 8.1 81.7 73.6

- On criteriongy, the preferences are in increasing direction with the perémces, and
the thresholds are direct:

02(92(ag)) = 0.02x 2051+ 0 = 4.102
P2(g2(ag)) = 0.05x 2051+ 0= 10.255
02(a2) — g2(@e) = 2053 - 2051 =0.2

" 02(82) — 02(36) < G2(02(a6)) = @z 128 = ni(az,86) '=1+1=2

- On criteriongs, the preferences are in decreasing direction with the pedaoces, and
the thresholds are direct, and constant{ 0):

g3(ag) —ga(ax) =8.2—-7.9=0.3

. g3(ae) —03(a2) < g3(ga(as)) = az lzag = ni(az,ag) :=2+1=3

- On criteriongg, the preferences are in increasing direction with the perémces, and
the thresholds are direct, and constantf 0):

a(9a(az)) = 100

Pa(ga(az)) = 200

94(86) — Ya(a2) = 265—203= 62

. 04(86) — Oa(@2) < Qa(Ga(az)) = @z ls @ = ni(ap, @) =1

- On criteriongs, the preferences are in decreasing direction with the padaces, and
the thresholds are direct:
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05(gs(a2)) =0.1x 8.4+ (—0.5)=0.34
ps(gs(az)) = 0.2x 8.4+ (—1) = 0.68
gs(a2) —gs(as) =8.4—8.1=0.3

. Os(a2) — 0Os(as) < Gs(0s(a2)) = ap ls ag = Nj(ap,a2) :=1+1=2

- On criteriongg, the preferences are in decreasing direction with the padaces, and
the thresholds are direct, and constantf 0):

0

J6(96(as))
5

Ps(Js(as))
Us(as) — gs(az) =81.7—78.3=3.4

. ds(0s(a6)) < gs(as) —Gs(a2) < Pe(9e(as)) = a2 Qg @ = Nq(az, a) :=1

- On criteriongy, the preferences are in decreasing direction with the padaces, and
the thresholds are direct, and constant£ 0):

3

a7(97(as))
5

p7(97(as))
g7(ag) —g7(az) =736 —734=10.2

. g7(86) — 97(82) < a7(97(86)) = @z 17 @5 = ni(az,as) :=3+1=4

Obtaining consequently the following indicators;(ap, ag) = 0, ng(az,as) = 1, ni(a, as) =
4,ni(ag,a2) = 2,ng(as,a2) = 0, andnp(ag,az) = 0.

Sincenp(ag, az) + Ng(ae,a2) = 0 andni(ag,a2) < ni(ap, ag) + Ng(a2, 8) + Np(ay, ag) then,
ap Sy ag. Sincenp(ap,as) = 0 then,ag Ss ap. Sinceng(az,as) > Ng(as, a2) + Np(ae, az)
then,~ (ag Ss az). Thus,o(ay,a5) = 1, ando(ag,az) = 0.4.

For all pairs of actions representing the illustrative eplanthe credibility matrix is obtained
for the fuzzy outranking relations (Table 1.17). This matran also be found in the next
chapter (Figure 2.39 on page 96).
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Table 1.17: Fuzzy outranking matrix iLECTRE IV

(oG [ @ [ |a |ai|as |a|arfas]as|an

a |1]o]oJo[ofJo]o]o]o]o
» (081|000 |1]|0]0|o0]oO
aa |0]o0|1|0|l0|0]|0]o0|O0]|oO
aw |0]o|o|1]0|0]|o0]o0o|o0]oO
as |o0]o|o|o|1|0]|o]o|lo]oO
a |06]04| 0|00 |2]|0]0|o0]oO
a7 [1]0]|o0|0]o2/0|1]0|0]o0O
as | 0| 0|o4/0|0|0|0]|1]|08]0
a |0]o0|o0|0o|lo|o|o]lo|1]oO
aw | 0| 0|lo0o]o|lo]o|lolo]|o]|1
(Ranking algorithm )

According to the credibility matrix obtaining byLECTRE IIl (Table 1.13 on page 32, or
Figure 2.33 on page 91) the ranking algorithm can be appirethe case oflescending
distillation, as follows [68, p. 131-146]:

Let A, = A= {a1,ap,a3,a4,as5,86,37,88,39,a10}; S(A) = d X A+ B =—0.15x A +0.30.

Distillation 1

Step 1:Letk =0, D, = Athen,A, = MaXo(a,b) =1, and

abehy
a#b
A= max  o(ab)=0.846.
{o(ab) > 2g-s(2g)}
a,beDg

Thus,Ag—s(Ap) = 1—(—0.15x A, + 0.30) = 0.85, and 0846 is the richest credibility
degree lower than.B85.

For the first step of the first distillatioa,Séé bifand onlyifo(a,b) > A1 < o(a,b) >
0.846, ando(a,b) > g(b,a) +s(o(a,b)) & og(a,b) > g(b,a)+ (—0.15x o(a,b)).
The crispy outranking matrix is obtained (Table 1.18).

Thus, for each action, the calculation of the power, the weagk, and the qualifi-
cation are presented in Table 1.19. The maximpagualification is 1, therD, =

{ap,a6,87,88}.
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Table 1.18: Crispy outranking matrix (Dist 1, Step 1)

EESEIEIEIES EN EAEN E ER
aa|0[0|0O|lO|O|O|O|O[O]| O

g

&
O 0O O0OFr P OO o B
OO0 oo oo oo
OO0 oo oo oo
OO0 oo oo oo
OO0 oo oo oo
OO0 oo oo oo
OO0 oo oo oo
OO0 oo oo oo
O O0Or OO0 OO o o
O OO0 oo oo oo

a0

Table 1.19: Power, weakness, and qualification (Dist 1, $fep

a1 a @& a @ a a 4 a A |
Ao-power 0O 1 0 O o0 1 1 1 O 0
Ao-weakness 3 0 0O O O o o o0 1 0
Ao-qualificatonf -3 1 0 0 0 1 1 1 -1 O

Step 2: Letk =1, D, = D, = {ap,a6,a7,ag}. Then, the fuzzy outranking matrix
is defined only for actions iD,, as follows: From the first ste@d, = 0.846. Then,

Table 1.20: Credibility matrix (Dist 1, Step 2)

[o()] @ [ a | a [ a |
ap 1 1 0.748 | 0.659
as 0.895 1 0.714| 0.686
ay 0.846| 0.846 1 0.757
ag 0.723| 0.769| 0.416 1

A1 —8(A;) =0.846—(—0.15x A; +0.30) = 0.6729.
Thus,A, = max o(ab)=0.416.

{o(ab) > A1—s(A1)}
abeDg

For the second step of the first distillatioa,S{\,i b if and only if o(a,b) > Ax &
o(a,b) > 0.416, ando(a,b) > a(b,a) +s(o(a,b)) < ag(a,b) > o(b,a) + (—0.15x
o(a,b)). The crispy outranking matrix is obtained (Table 1.21).

Thus, for each action, the calculation of the power, the weag, and the qualification
are presented in Table 1.22. The maximApgualification is 1. The only action that
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Table 1.21: Crispy outranking matrix (Dist 1, Step 2)

| oo ar]as]

a|o0|lo]lo]o
a|0|0]l0]oO
az|o0|0]o0]1
ag|0|0]O0]oO

has the maximum qualificationas, thenC, = {a;}. It means thaay is the best action
according to the descending distillation.

Table 1.22: Power, weakness, and qualification (Dist 1, 3jep

| |2 a a ag |
A-power 0O 0O 1 o0
Ar-weakness 0O 0 0 1
A;-qualificationf 0 0 1 -1

For the next distillationA, = A\ C, = {a1, &y, az, a4, as, s, ag, a9, a10} -

Distillation 2

Step 1: The fuzzy outranking matrix is now defined, only for actionsAi, in Ta-

ble 1.23.
Table 1.23: Credibility matrix (Dist 2, Step 1)

‘a(.,.)‘ a ‘ a ‘ ag ‘ 2 ‘ as ‘ as ‘ ag ‘ Ag ‘ aio ‘
a 1 |0.692|0692| 0 |0.153|0.692| 0.382| 0.562| 0.382
a |0898| 1 |0.734|0.163|0.623| 1 | 0.659| 0.692| 0.735
as | 0.769| 0.671| 1 0 0 |0.769| 0.846| 0.71 | 0.692
ay 0 0 [0392] 1 0 0 | 0.647| 0.923| 0.846
as | 039 O 0 0 1 0 0 0 0

as 0.965| 0.895| 0.815| O 0.525 1 0.686 | 0.769| 0.692
ag 0.665| 0.723| 0.843| 0.767| O 0.769 1 0.963| 0.846
ag 0 0 032 | 0.769| O 0 0.484| 1 0.822
aio 0 0 0 0.355| O 0 0 0.769 1

Letk =0, Do = A, = {a1,ap, as, as, as, ag, ag, ag, a10}-
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Then,A\, = maXo(a,b) =1, and
a,beDg
a#b

A= max  o(ab)=0.846.

{o(ab) > Ag—s(Ag)}
a,beDg

For the first step of the second distillatioal,Sg\(l) b if and only if o(a,b) > A1 &
o(a,b) > 0.846, ando(a,b) > o(b,a) +s(o(a,b)) < ag(a,b) > g(b,a) + (—0.15x
o(a,b)). The crispy outranking matrix is defined in Table 1.24.

Table 1.24: Crispy outranking matrix (Dist 2, Step 1)

2 | a | a0 | a0 |
0

&

|

&

e
ar 0
a

o
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g

O OO0 o0 oo o o ofll@
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O O O r O O O Bk
O O O O O o o o
O O O O O o o o
O O O O O o o o
O O O O O O O o

aio

Thus, for each action, the calculation of the power, the weag, and the qualification
are presented in Table 1.25. The maximipagualification is 1, the®, = {ay, ag, ag} -

Table 1.25: Power, weakness, and qualification (Dist 2, $jep

a1 a @& a; @ a a A ap|
Ao-power 0O 1 0 O o0 1 1 0 0
Ao-weakness 2 0 0 O 0 o0 o0 1 0
Ao-qualificaton|{ -2 1 0 0 O 1 1 -1 O

Step 2:Letk=1,D, = D, = {az,a5,ag}. Then, the fuzzy outranking matrix is defined
only for actions inD; (Table 1.26).

From the first stepd, = 0.846. Then,; —s(A;) = 0.846— (—0.15x A; +0.30) =
0.6729.

Thus,A, = 0 becaus& a,b € D,0(a,b) > 0.6729.
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Table 1.26: Credibility matrix (Dist 2, Step 2)

(ot ] & [ a | a |
a 1 1 | 0.659
a | 0895 1 |0.686
ag | 0.723|0.769| 1

Table 1.27: Crispy outranking matrix (Dist 2, Step 2)

| la|as|a]
a|0]olo
as| 0] 0O
ag| 00O

For the second step of the second distillation, the crispgaoking matrix is defined
in Table 1.27.

Thus, for each action, the calculation of the power, the weag, and the qualification
are presented in Table 1.28. The maximayrgualification is 1. All the actions have
the same qualification then, the second equivalence cl&s-s{a,, as, ag}.

Table 1.28: Power, weakness, and qualification (Dist 2, 3jep

2 a a |
A-power 0O O O
Ar-weakness 0O 0 O
A;-qualification| 0 0 O

For the next distillationd, = A, \ C, = {a1, a3, a4, as, ag, a10} .

Distillation 3

Step 1: The fuzzy outranking matrix is now defined, only for actionsA,, in Ta-
ble 1.29.

Letk=0,D, = A, = {a1,a3,a4, 85,9, 310} -
Then,A\, = MaxXo(a,b) =0.923, and

a,beDg
a#b
A= max o(ab)=0.71.
{o(ab) > Ag—s(Ag)}
a,beDg
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Table 1.29: Credibility matrix (Dist 3, Step 1)

‘a(.,.)‘al‘as‘az;‘%‘ag‘alo‘

a 1 |0.692| 0 |o0.153]0.562] 0.382
as | 0769| 1 0 0 | 0.71 | 0.692
au 0 |0392] 1 0 | 0.923| 0.846
as | 0.39| 0 0 1 0 0
ag 0 | 032]0769| 0O 1 |o0.822
a10 0 0 |0355| 0 |0769| 1

For the first step of the third distillatioa,Sé(l) bifand onlyifo(a,b) > A1 < o(a,b) >
0.71,ando(a,b) > a(b,a)+s(o(a,b)) < g(a,b) > o(b,a)+ (—0.15x g(a,b)). The
crispy outranking matrix is defined in Table 1.30.

Table 1.30: Crispy outranking matrix (Dist 3, Step 1)

| Jafafas]as|a]an]

aa|0|o|lo|lo]o] o
aa|0|0|0|lO0]0O]| O
a|0|o|lo|l0o]o]| 1
as | 0|0|o0|lO0]o0O]| O
a|0|0|0|lO0]0]| O
aw|0|O0|0]0]|0O]| O

Thus, for each action, the calculation of the power, the weag, and the qualification
are presented in Table 1.31. The maximgrgualification is 1. The only action that
has the maximum qualification &, thenC; = {a4}.

Table 1.31: Power, weakness, and qualification (Dist 3, $fep

a1 a & a5 8 A |
Ao-power 0O 0O 1 o0 o 0
Ao-weakness 0O 0O O O o 1
Ag-qualificatonf 0 0 1 0 0 -1

For the next distillationA; = A, \ C; = {a1, ag, as, a9, a10} -
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Distillation 4

Step 1: The fuzzy outranking matrix is now defined, only for actionsA;, in Ta-
ble 1.32.

Table 1.32: Credibility matrix (Dist 4, Step 1)

‘ a(.,.) ‘ ay ‘ ag ‘ as ‘ ag ‘ ajo ‘
a 1 | 0.692| 0.153| 0.562| 0.382
az | 0769 1 0 0.71 | 0.692
as | 039%| O 1 0 0
ag 0 0.32 0 1 |0.822
aio 0 0 0 |0769| 1

Let k = O, Do = K3 = {a17a37a57a97a10}'

Then,A, = MaXo(a,b) =0.822, and

a,be Dy
a#b

M= max o(ab)=0562.

{o(ab) > 2g-s(2g)}
abeDO

For the first step of the fourth distillatiorg Q\,(l) b if and only if g(a,b) > A1 &
o(a,b) > 0.562, ando(a,b) > a(b,a)+s(o(a,b)) < g(a,b) > o(b,a) + (—0.15x
o(a,b)). The crispy outranking matrix is defined in Table 1.33.

Table 1.33: Crispy outranking matrix (Dist 4, Step 1)

| [ as]as e

aa|[0]0|O0|O] O
a|0]o0|o0|1]1
as | 0]0|0|O0] O
a|0]0|0|O0] O
ao|0|O0|O0]0]| O

Thus, for each action, the calculation of the power, the weagk, and the qualification
are presented in Table 1.31. The maximdgrgualification is 2. The only action that
has the maximum qualification &, thenC, = {ag}.

For the next distillationA, = A;\ C, = {ay, a5, a9, 310}
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Table 1.34: Power, weakness, and qualification (Dist 4, $jep

a a3 a5 ag ap ‘
Ao-power 0O 2 0 O 0
Ao-weakness 0O 0O 0 1 1
Ao-qualificaton| 0 2 0 -1 -1

Distillation 5

Step 1: The fuzzy outranking matrix is now defined, only for actionsAj, in Ta-
ble 1.35.

Table 1.35: Credibility matrix (Dist 5, Step 1)

‘ o(.,.) ‘ ar ‘ as ‘ ag ‘ aio ‘
a 1 | 0.153| 0.562| 0.382
as |039%| 1 0 0
ag 0 0 1 10822
a1o 0 0 |0769]| 1

Letk=0,D, = A, = {ay,as,a9, 310}
Then,A, = MaXo(a,b) =0.822, and

a,beDg
a#b

M= max o(ab)=0562.

{o(ab) > Ag—s(Ag)}
a,beDg

For the first step of the fifth distillatior, $§ bifand only ifo(a,b) > A1 < o(a,b) >
0.562, ando(a,b) > o(b,a) + s(g(a,b)) & o(a,b) > o(b,a) + (—0.15x ag(a,b)).
The crispy outranking matrix is defined in Table 1.36.

Table 1.36: Crispy outranking matrix (Dist 5, Step 1)

| Jafe]a]a)

aa 0|00 o
as| 0|00 O
as [0]0]|0]| O
a|0]0]|0]|oO
ao| 0|0] 0] O

Thus, for each action, the calculation of the power, the weagk, and the qualifi-
cation are presented in Table 1.31. The maximuagualification is 0, therD, =
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{a1,as,a9,a10}. Since|D,| # 0, andA, # 0, then go to step 2.

Table 1.37: Power, weakness, and qualification (Dist 5, $jep

‘ ‘ a1 8 a a0 ‘
Ao-power 0O O O 0
Ao-weakness 0O 0 O 0
Ag-qualification| 0 0 O 0

Step 2: Letk=1, D, = D, = {aj,as,a9,a10}. Then, the fuzzy outranking matrix is
the same that has been defined in Table 1.35.

From the first stepd, = 0.562. Then,A; — s(A;) = 0.562— (—0.15x A; +0.30) =

0.3463.
Thus,A, = max

{o(ab) > A1—s(A1)}
abeDg

o(a,b) = 0.153.

For the second step of the fifth distillatioa,$i b if and only if o(a,b) > Ax &
o(a,b) > 0.153, ando(a,b) > a(b,a) +s(o(a,b)) < g(a,b) > o(b,a) + (—0.15x
o(a,b)). The crispy outranking matrix is obtained (Table 1.38).

Table 1.38: Crispy outranking matrix (Dist 5, Step 2)

| [ fas]as]an]

a3 | 0] 0] 1 1
a | 1]0]0]| O
aa|0]|O0|O0] O
ao| 0l 0| 0] O

Thus, for each action, the calculation of the power, the weagk, and the qualification
are presented in Table 1.39. The maximiyrgualification is 1. Two actions have the
maximum qualification:a;, andas then,D, = {a;,as}. Since|D,| # 0, andA, # 0
then, go to step 3.

Table 1.39: Power, weakness, and qualification (Dist 5, 3jep

‘ ‘al a5 Qg alO‘

A-power 2 1 0 0
A-weakness 1 0 1 1
A;-qualification| 1 1 -1 -1
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Step 3: The fuzzy outranking matrix is now defined, only for actionsD, (Ta-
ble 1.40).

Table 1.40: Credibility matrix (Dist 5, Step 3)

‘ O'(.,.) ‘ ar ‘ as ‘
a 1 | 0.153
as | 0396 1

From the second step; = 0.153. ThenA, —s(A,) = 0.153— (—0.15x A, +0.30) =
—0.12405.

Thus,A; = 0 becaus& a,b € D,o(a,b) > —0.12405.

For the third step of the fifth distillatiom, ﬁé bifand onlyifo(a,b) > A1 < o(a,b) >
0.153, ando(a,b) > o(b,a) +s(o(a,b)) & o(a,b) > g(b,a) + (—0.15x a(a,b)).
The crispy outranking matrix is defined in Table 1.41.

Table 1.41: Crispy outranking matrix (Dist 5, Step 3)

EENEY

a3 0] 0
1|0

as

Thus, for each action, the calculation of the power, the weag, and the qualification
are presented in Table 1.42. The maximdgrgualification is 1. The only action that
has the maximum qualification &, thenCs = {as}.

Table 1.42: Power, weakness, and qualification (Dist 5, Sjep

&

Ax-power 0O 1
A-weakness 1 0
Ax-qualification| -1 1

For the next distillationAs = A, \ C, = {a1, a9, 210}
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Distillation 6

Step 1: The fuzzy outranking matrix is now defined, only for actionsAs; (Ta-
ble 1.43).

Table 1.43: Credibility matrix (Dist 6, Step 1)

‘ a(.,.) ‘ ay ‘ ag ‘ ajo ‘
a 1 ]0.562| 0.382
ag 0 1 |0.822
ao | 0]0.769| 1

Letk=0,D, = As = {a1,a9,a10}-
Then,A, = MaXo(a,b) =0.822, and

a,be Dy
a+#b

A= max o(a,b) =0.562.
{o(ab) > 2g-s(2g)}
abeDO

For the first step of the sixth distillatioa,Sg\(l) bifand onlyifo(a,b) > A1 < o(a,b) >
0.562, ando(a,b) > g(b,a) +s(o(a,b)) & o(a,b) > a(b,a) + (—0.15x ag(a,b)).
The crispy outranking matrix is defined in Table 1.44.

Table 1.44: Crispy outranking matrix (Dist 6, Step 1)

EENENEY
aa | 0|0 0
a | 00| O
aio 0 0 0

Thus, for each action, the calculation of the power, the weagk, and the qualifi-
cation are presented in Table 1.45. The maximupagualification is 0, therD, =
{a1,a9,a10}. Since|D,| # 0, andA; # 0, then go to step 2.

Table 1.45: Power, weakness, and qualification (Dist 6, $jep

‘ ‘ ar 8 ap ‘
Ag-power 0O O 0
Ao-weakness 0 O 0
Ag-qualification| 0 O 0
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Step 2: Letk=1,D, = D, = {a1,a9,a10}. Then, the fuzzy outranking matrix is the
same that has been defined in Table 1.43.

From the first stepd, = 0.562. Then,; — s(A;) = 0.562— (—0.15x A; +0.30) =
0.3463.

Thus,A, = 0, and the crispy outranking matrix is obtained (Table 1.46)

Table 1.46: Crispy outranking matrix (Dist 6, Step 2)

EEENEIEY
a | 0] 1] 1
ag | 0] 0] 0
aio 0 0 0

Thus, for each action, the calculation of the power, the weag, and the qualification
are presented in Table 1.39. The maximAypgualification is 2. The only action that
has the maximum qualification &, thenCs = {a;}.

Table 1.47: Power, weakness, and qualification (Dist 6, 3fep

‘ ‘al a9 alO‘

A-power 2 0 0
A-weakness 0 1 1
A;-qualification| 2 -1 -1

For the next and last distillatiod; = As \ Cs = {ag, 10}

Distillation 7

Step 1: The fuzzy outranking matrix is now defined, only for actiomsA; (Ta-
ble 1.48).

Table 1.48: Credibility matrix (Dist 7, Step 1)

‘ O'(.,.) ‘ dg ‘ aio ‘
ag 1 |o0.822
aio 0.769 1

Letk =0, D, = As = {ag,a10}.
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Then,A; = MaxXo(a,b) =0.822, andA; =0
a,beDg
a#b

The crispy outranking matrix is defined in Table 1.49.

Table 1.49: Crispy outranking matrix (Dist 7, Step 1)

BN

ag 0 0
aio 0 0

Thus, for each action, the calculation of the power, the weag, and the qualification
are presented in Table 1.50. The maximAgrualification is 0. The two remaining
actions have the maximum qualification tHen= {ag, a;0}.

Table 1.50: Power, weakness, and qualification (Dist 7, $ep

| B
Ag-power 0 0
Ao-weakness 0 0

Ao-qualification| 0 0

At the end of the seventh distillation all the actions arékesh then END of the distil-
lation process.

The Table 1.51 presents a resume of the different rankirgyigthgn calculations. In the first
rank of the final pre-order there is only the actian(R21TS) which belongs to the first
class of the median pre-order. In the second rank, the adp(P205G), andyg (RCLIO)
are indifferent and placing in the same class on the mediaromter. In the third rank,
two actions are incomparabley (P605S), andg (R21TU) which must be distinguished.
The actionay is placed in the fifth position on the descending distillatiand in the fourth
position on the ascending distillation, with 1 point of difénce from the two positions. The
actionag is placed in the second position on the descending disilaand in the sixth
position on the ascending distillation, with 4 points offelience from the two positions.
Thus, ag is better ranked on the descending distillation than on goerding distillation.
The same analysis can be made for all the actions on thelgagiarder.

The complete results such as the two distillations resEitpufe 2.29 on page 87), the final
ranks (Figure 2.30 on page 88), the median pre-order (Fig®dE on page 89), the ranking
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Table 1.51: Resume of the ranking results
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Ranks in the| Paositioninthe| Positionin the| Position Ranks in the me-
final pre-order| descending | ascendingdisq{ differences dian pre-order
distillation tillation

a7z R21TS | 1 1 1 0 1

ap: P205G | 2 2 1 1 2

ag: RCLIO | 2 2 1 1 2

ay: P605S | 3 5 4 1 3

ag: R21TU | 3 2 6 4 4

az: P405M | 4 6 6 0 5

as: RAGTL | 4 7 5 2 6

azo: ALPIN | 5 9 8 1 7

a;: CBX16 | 5 8 10 2 8

ao: R25BA | 6 9 9 0 9

matrix (e.g. Figure 2.35 on page 92), and the final graph (€igu36 on page 93), according
to the illustrative example, can be found in the next chaptlich presents the EECTRE
[11-1V software.



Chapter

The Software EECTRE III-1V

The main objective of this chapter is to present the €rrRE I11-1V software, with the help
of the interface, such as the ones corresponding to the ohggat the calculation, and the
interpretation of the results.

After the progress of the calculationsgeaph is built representing the partial pre-order: all
of the actions are ranked from the best to the worst. Theithahsarcs are omitted. The
comparison between two given acticmandb can lead to four different cases:

a may be better thah (graphically, there are consecutive arcs from actada action
b).

b may be better thaa (graphically, there are consecutive arcs from achda action
a).

a andb may be indifferent (graphically, they are displayed in thms box).

a andb may be incomparable (graphically, they are not connectednyyarc or a
succession of consecutive arcs).

If the user wants to see the progress of the calculationhbedan visualize the following
results:

1) The distillations results: two contiguous lists of ranked actions for the two distilla
tions.
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2) The ranks in final pre-order: only the ranks of the actions in the final pre-order are
displayed, without the incomparabilities.

3) The median pre-order. a complete pre-order (i.e. any two actions are comparable:
one being better than the other or the two being equivalerilt)foom the final partial
preorder. This ranking is another possibility for the usein® do not wish to take into
account incomparabilities.

4) The ranking matrix : the matrix of the final pre-order which offers a synthetiewiof
the results. In the intersection of the line correspondirtdpé actiora and the column
corresponding to actiobp, the following interpretations may be done:

. Por > if ais better tharb, in one of the pre-orders and at least as well ranked in
the other pre-order.

. l or=if ais equivalent td.

. P~ or < if ais ranked worst thab in one of the pre-orders and at least as well
ranked in the other pre-order.

. Roragreen squam if ais incomparable td.

After some advice of installation on the your computer, tiiapter proposes a set of screen
copies that has the goal to guide the user in different staigie conception, and the explo-
ration of the project data.

2.1 Configuration and requirements

ELECTRE IlI-1V software, version 3.x, was developed with Borland€grogramming lan-
guage using the Microsoft Windows interface, by PitoelANIEWICZ (Institute of Comput-
ing Science of the Poznan University of Technology) undergtpervision of Professors
Bernard RY and Roman S8owINSKI.

This software runs on the following operating systems: Wimsl 3.1, 95, 98, 2000, Me and
XP. In order to instal EECTRE IlI-1V, version 3.1b, you must run thénstall.exe setup
program. On contrary, to install the version 3.1a, runith€tal . bat setup program.
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2.2 Interface structure of the software

This section presents the interface structure of thed@rEe IlI-1V software. To start a
session, just click in the icoBELECTRE . The main window is composed by seven top-
down menus: File, Edit, Calculate, Results, Options, Wimdnd Help (Figure 2.1).

¥ ELECTRE 1[IV X
File Edit Calculate FResulks Ophions  Window Help

| Ready || Press F1 for Help |

Figure 2.1: Main menu

In the beginning of the session, ttalbar propose three buttons: help, open a project, and
exit the software (from the left to the right). In the bottorintibe window, thestatus bar
display some useful information about the option seleciath the toolbar and thstatus
bar can be visible or invisible by selecting the right optionie Options menu.

All of the options are accessible just using the keyboardrbgging the keyLT and without
releasing it, also press the key corresponding to the lett@erlined in the name of the option
(for instance, to activate theile menu, presaLT +F). Use the move keys( |, —, <) to
move between different selected options. Theke&y () is used to move between different
buttons, or boxes in the same window. To close a window, pXEBS F4.

The contents of the different standard menus is the follgwin

e File menu[ALT +F]: allows the user for the classic options of the menu file hsas
create, open, or save a project.

e Edit menu [ALT +E]: enable the user to enter the data required bgd&RE Il and
ELECTRE IV methods (project reference, criteria, actions, perfances, and thres-
holds).

e Calculate menu[ALT +C]. allows the user to make the calculations, to choose the
method to be used, and also statistics, and informationtabewurrent project.
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e Results menu[ALT +R]: enable the user to display the results after the calanati
process, such as the distillation result, the ranks in tfa fire-order, the final graph,
and also additional results such as the credibility matrix.

e Options menu [ALT +0]: allows the user to configure some preferences on the dis-
playing results and tools menus.

e Window menu[ALT +W]: gives the possibility to organize the appearance of the wi
dows on the screen.

e Help menu[ALT +H]: provides the user an online help, include in the software]
also the information version and licence of the software.

2.2.1 Hle menu

i@ ELECTRE I J IV - [c:\electrewss.elp] O
&[-M Edit Calculate Results  Options  dindow Help
Mew Project

Open Projeck
Save Project
Save Project As

Delete Project

Impart From &3CIT
Export ko ASCIT

Prink
Prink Setup

Exit

| Project managment commands || Press F1 for Help |

Figure 2.2: File menu

The following 10 options are available in thdle menu (Figure 2.2):
e New Project[ALT +F+N]: allows to create a new project (Figure 2.3). This new mbje
will be associated to an existing data set or a new data sktlll@as's:

— defining a new data set criteria, actions, performances, thresholds, or actions
and thematrix of degrees of credibilityBy selecting this option the Edit Project
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Reference window (Figure 2.9, page 62) is available. Thenrecessary to use
the options in thé&dit menu (See section 2.2.2, page 60).

— browsing an exiting data set this option will be used after the conversion of
an old data set in a previous version of this software (Fidudg. The data
conversion can be done using the MS-DEISNV . EXE software that integrates

this package.

Create New Project x

Creating mode:

<+ Define new data set!

 Browse existing data sets

1] 8

Cancel

Help

Figure 2.3: Create new project

File Hame: |wss. eld

Directory: c:ielectre

Files:

Directories:

frears_ eld
housing.eld
tezstmat._eld

by
L1 =B
o e bt

1] 4

Cancel

Figure 2.4: Browse data sets

A project is defined by a reference set of general informatioeiuding the name of
the owner, notes, ... to be saved in a file withe1p extension; and the main data
set to be saved in a file witk.eld extension. This data set includes the family of

pseudo-criteria, the set of actions, the table of perfogaan
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e Open Project [ALT +F+0]: it may be used to load to the memory a data set created
during a previous session ofLECTRE IlI-1V software and that has been saved on
disk (or click in the second button in the toolbar from the tefthe right). You have
to type the name of the project or to select it in the file lisiuYnay choose the device
on which your file is saved and the directory in the Direct®f®x. The Files box
gives a list of all files that have the mask proposed in the IRdene box. By default,
ELECTRE IlI-1V software gives a list of the files having the extensiosilp in the
current Directory.

Open Project x

File Hame: lﬁ |

1] 4

Directory: c:ielectre

Files: Directories: Cancel

frecars_ elp [-]
housing. elp
testmat. elp
wzz_elp

ke
L1 =B
o e bt

Figure 2.5: Open project

e Save Project [ALT +F+S]: allows to save the project currently in memory with its
current name. It can only be used when a project has preyibesin created or loaded
(or click in the third button in the toolbar from the left toethight). If the project has
just been created,EECTRE software displays the window Save Project As so that you
may give a name to your file project.

e Save Project AS[ALT +F+A]: allows to save the current project under a different name
from its current name or to save a project for the first timesdee a project with its
current name, you should use the optfete / Save Project Choose the device and
the directory in the box directories and type the name of tleeirfi the File Name
box. If you do not give any extension to the file nameEETRE software will add
the extensiorx.elp. Please note that, in any case, the associated data seawall h
*.elp extension (Figure 2.6). If you type an existing file name m¢hosen directory,
ELECTRE software will ask confirmation before removing the existiitg)



2.2 Interface structure of the software 59

Save Project As x

File Hame: |wss.elp |
(1] 4

Directory: c:ielectre

Directories: Cancel

[--]

[-c-]

[-d-]

[-e-]

Figure 2.6: Save project

e Delete Project[ALT +F+D]: may be used to delete from the disk all the files related to
a given project. EECTRE software recalls the references of the project, then asks fo
confirmation before really removing the files.

e Import from ASCII [ALT +F+I]: allows to convert amSCI1I file containing all the
data characterizing a project.elp and*.eld) in data files for EECTRE software.
The required syntax for the project to be readable bhgd&RE software and to be
converted is described in the fiADME. ASC. To read such a file, you need to convert
an existing projectin anscCII file using the optioexport to ASCII . You have to type
in the dialog box the name of the file to be converted. By déf&iuECTRE software
gives a list of all the files that have the extensianxt in the current directory. You
may type the full name of the file (with device name and paththenFile Name box
or modify the directory and the device in the Directories box select a file name in
the Files box.

e Exportto ASCII [ALT +F+E]: may be used to convert the files related to a project in
anAscCII file. The file syntax is explained in the fikEADME . ASC.

e Print [ALT +F+P]: allows to print all or part of the data and/or all or part bétresults
(Figure 2.7). You have to select the elements you wish ta foinclick in the fourth
button in the toolbar from the left to the right). Use thent Setup option to choose
the printer and to define printing parameters. You may alsu pr a file (the default
name of the project with the extensienprn is proposed).
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print

Project definition: Calculation rezults:
+| List of Critena | Concordance Matrix 0K
| List of Alternatives | Credibility Matnx
| Table of Perfformances | Banking M atrix Cancel
| Habe of Dreddsiiis | Dezcending Distillation
| Ascending Dizstillation
| RBanks in Final Preorder iy
| Print to File: | Median Preorder
.................................. =

Figure 2.7: Print project

e Print Setup [ALT +F+R]: may be used to choose the printer and to define printing pa-
rameters such as the orientation (Portrait or Landscapgesd parameters depend on
the selected printer. The printers that are displayed asetimstalled on the computer.

e Exit [ALT +F+X]: closes EECTRE software (or click in the last button in the toolbar
from the left to the right). Use also the system box of th&e &TRE software. If
the current project has been modified since it has last besu sm disk, EECTRE
software will ask if you would like to save before exiting.

2.2.2 Hlit menu
For theEdit menu the following 6 options are available (Figure 2.8):

e Project Reference[ALT +E+R]: may be used to visualize and/or modify the references
related to the project: owner’s name, project descriptippe of data set (EECTRE
I1l, ELECTRE IV, Matrix of degrees of credibilify

e Criteria [ALT +E+C]: allows to display the list of criteria of the current projéname,
code, direction of preferences, and weight if the projecfiELECTRE Il type). It
also allows to modify, insert, and delete a criterion. Tipsian is not available if the
project is ofMatrix of degrees of credibilityype.

e Alternatives [ALT +E+A]: allows to display the list of actions of the current prdjec
(name and code); and also to modify, insert, or delete astion
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e Performances[ALT +E+P]: may be used to type, display, and modify the table of per-
formances of the actions of the family of pseudo-criterihisToption is not available
if the project is ofMatrix of degrees of credibilityype.

e Thresholds[ALT +E+T]: may be used to type, display, and modify the values of the
coefficients of the threshold functions of each criteriohisToption is not available if
the project is oMatrix of degrees of credibilityype.

e Matrix of Credibility [ALT+E+M]: may be used to type, display, and modify the
values of the credibility degrees of the matrix on which tiseruwishes to apply the
ELECTRE Il ranking algorithm. This option is only available if thegect is ofMatrix
of degrees of credibilityype.

i@ ELECTRE NI 7 IV - [c:\electre'wss.elp] x

File MM Calculate Resulks  Oplions  window Help

Project Beference
Criteria
Alternatives

Performances
Thresholds

| Edit operations || Press F1 for Help |

Figure 2.8: Edit menu

2.2.2.1 Edit Project Reference

The optionEdit / Project Referenceis used to type or modify some information on the
project: owner’'s name (string with at most 40 characteng)jget description (string with at
most 250 characters); and data set type (Figure 2.9).

There are three data set types. A project may be of ba#cERE Il and ELECTRE IV
types. On the contrary, the typdatrix of degrees of credibilitgxcludes the two others.
When a data set belongs to the two typesHETRE Il and ELECTRE V), you have to
choose the method to use before calculating. In this casesdfiware stores in memory
and saves in a file the list of weights given to each criterlereCTRE I11) and the list of
chosen relations (EECTRE V). If a project is only given the EECTRE IV type and that,
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Edit Project Reference X

Owner:
|Hny, Slowinski and Treichel. 1991 | 1] 4

Dezcnption:

Programming stage of a rural water supply system Cancel

w55] in Poland

Help

Data zet type:
| Electie I

o Matsiy of deopens of crendhlis

Figure 2.9: Edit project reference

afterwards, you would like to useLECTRE Il method, the software will ask you to define
weights for the criteria. In the same way, if you change fronge € RE Il to ELECTRE IV
you must choose a set of relations.

2.2.2.2 Edit Criteria

The optionEdit / Criteria is used to define or modify a family of pseudo-criteria (Fi-
gure 2.10). In this window it is possible to see the numberriéga already defined for
the current project (0 if it is a new project), the list of thedes for the criteria and the
complementary information of each criterion. This infotroa (name, code, weight, and
direction of preference) is updated each time a new critaaselected in the list of criteria.

The maximum number of criteria depends on the available mgmfoyour computer (the
use of these methods makes sense only with a minimum of thiteea). In the bottom of
Figure 2.10 there are five buttons: Close, Modify, Inseriel®e and Help:

¢ Close closes the window and saves in the memory of the computentifications
in the list of criteria. Beware, to save on the disk, the apfde / Save Projectmust
be selected.
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Edit Criteria Table x
Hame of Cntenon: | Humber of Crnitena: 7
prater deficiency

List of Criteria:

2 [g2 ]

3 [g3 ]
Code of Criterion: gl E Egé %
WwWeight of Critenon: 8 & [g6 ]
Direction of Preferences: Increasing 7o [g7 ]
| Auto Inzert Mode

Cloze Modify ‘ Inzert ‘ Delete ‘ Help ‘

Figure 2.10: Edit criteria table

e Modify: allows modifications on the criterion that has been setectde following
two actions are equivalent:

1) select a criterion in the list by clicking once on its colbert click on the button
Modify.

2) double-click on the code of the criterion in the list ofteria.

Then, the window Edit Criterion (Figure 2.11) is opened aond ynay modify the
name, code, and/or the preference direction of the seledtedion.

¢ Insert: allows insertion of a new criterion which will be placed iradhately after the
current selected criterion. By clicking on the button, arpgnwindow Edit Criterion
is opened and you may define a new criterion; if the buoko Insert Mode is
activated, Edit Criterion empty windows, like Figure 2.1ill continuously appear
until Closeis clicked. This is a way to define criteria one after the aapthithout
having to go back to the Edit Criteria Table window (Figur@®, especially during
the definition of a new project.

e Delete may be used to delete the selected criteria. You will begikeconfirmation.

¢ Help: gives the user an online help for the contents of the cuksamdow.
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Mame of Criterion:
— - 1] 4 Cancel
possibility of connections to another
WS 5|
M odify Help
Lite ol (Cliallisli: List of Performances:

Weight of Criterion: |:| 2 [u2 ] 5 |
3 [1T3 ] 5
Direction of Preferences: é %Eé % %
2+ Increazing g %Eg % %
+ Decreasing g [Us ] n -

Figure 2.11: Edit criterion

The Figure 2.11 is obtained after the selection of the oidit/ Criteria , then of the button
Insert or the buttorModify . In the first case (Insert), you will obtain a window whosergnt
zones are empty, in the second case (Modify) the type zorksomtain the characteristics
of the criterion to be modified. A criterion is defined by a:

1) Name you may enter any string with a maximum of 80 charactersénvimdow for
edition (null are permitted).

2) Code consists of four alpha-numerical characters. Any letbedigits are authorized.
If you do not wish to enter a code, the program will automdifycassociate to the
criteria the next code not already defined in the list: CrQD2CCr03 ...

3) Weight: if the project is of EECTRE Il type: this weight is an integer or decimal
strictly greater than zero and smaller than or equal to 1@ nfay type at most five
characters: you may therefore type three decimals for a pubdiween 0 and 10, two
decimals for a number greater than 10. In a®E&TRE Il type project every criterion
must have a weight. The weights are used during the aggoegatithe indices of
partial concordance (on each criterion) in a comprehertgineordance index.

4) Direction of Preferences a criterion has an increasing preference direction if the
greater values are preferred to the smaller ones; thathg ibbjective is to maximize
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this criterion. On the contrary, a criterion has a decreppieference direction if the
smaller values are to be preferred (minimization is looKor.

If actions have already been defined, the Figure 2.11 wilhsihe list of the codes of the ac-
tions and their performances on the criteria. It is possiblgpe or modify the performance
of an action on the active criterion with this window (Figutdl4). See above the button
Modify. The window Edit Criterion (Figure 2.11) has four buttonsK,&ancel, Modify,
and Help:

e OK: closes the window Edit Criterion and stores in memory theratteristics entered
for this criterion. The following events depend on the way pmitered this option:

1) if you entered this window by selecting the buttdiodify in the window Edit
Criteria Table (Figure 2.10) or the butténsert of this window (Figure 2.11)
with the buttonAuto Insert Mode not activated, activating the OK button brings
you back to the window Edit Criteria Table (Figure 2.10).dlthen possible to
modify another criterion, to insert a criterion in anothi&xge in the list or to quit
the window Edit Criteria Table (Figure 2.10).

2) if you entered the window by selecting the buttosert in the window List of
Criteria with the buttorAuto Insert Mode activated, activating the button OK
displays a new window Edit Criterion (like Figure 2.11) wémpty entry zones:
you may then define a new criterion which will be inserted ie list after the
selected one.

e Cancetl closes the window but does not keep in memory the possibtkfications. It
is the best way to stop an automatic insertion of criteriaoarancel the modifications
that have just been made to a criterion.

e Modify: allows to modify or to enter the performance of an action @nit@rion. The
two following possibilities are equivalent:

1) select an action in the list by clicking once on its code elitk on the button
Modify.
2) double-click on the code of the action in the list.

A window Edit Performance (Figure 2.14) will appear and yoayrmodify the per-
formance of the selected action on the current criterion.
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e Help: gives the user an online help for the contents of the cumamdow.

2.2.2.3 Edit Alternatives

The optionEdit / Alternatives® allows definitions, or modifications of a set of actions. The
actions are the objects to be compared: they may be solufbenss, projects... The Fi-
gure 2.12 shows the “Number of Alternatives” (i.e. the numidfeactions) already defined
for the project (O if it is a new project), the “Name of Altetive” (i.e. the name of the se-
lected action), and the “Code of Alternative” (i.e. the latithe selected action). This two
last information is updated each time a new action is seldotéhe “List of Alternatives”.

Edit Alternatives Tahle x
| Humber of Alternatives: 21 List of Alternatives:
1 71 .
Hame of Alternative: 2 [0b2 1
i [U3 ]
4 [T4 ]
5 [US ]
B [U6 o
7 [U7 ]
a [Ua ]
Code of Altemnative: U1 9 [T9 ]
10 [T10 ]
| iAuto Inzert Mode: N U S|
Cloze Modify ‘ Inzert ‘ Delete ‘ Help ‘

Figure 2.12: Edit alternatives table

The maximum number of actions depends on the available mearoyour computer. In
the bottom of Figure 2.12 there are five buttons: Close, Mpttikert, Delete, and Help:

e Close closes the window and stores in the memory of the compugemibdifications
of the list of actions. Beware, to save on the disk you neeclecs afterwards the
optionFile / Save Project

1The software can be used to rank a set actions that are notltyincompatible when considering two
distinct actions under analysis.
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e Modify : modifies the selected action. The following two actionseaeivalent:

1) select an action in the list by clicking once on its codentklick on the button
Modify.

2) double-click on the code of the action in the list of action

Then you may modify the name and/or the code of the selectazhdn the window
Edit Alternative (Figure 2.13).

¢ Insert: allows for insertion of a new action which will be placed irediately after the
activated action. By clicking on this button, an empty windédit Alternative (like
Figure 2.13) is opened and you may define a new action; if tti@mAuto Insert
Mode is activated, empty windows Edit Alternative (like Figurd ) will be opened
one after another until you sele€ancelin one of these windows. This facility allows
definitions of actions one after the other without havingdme back to the window
Edit Alternatives Table (Figure 2.12). In particular, awgithe definition of a new
project, actions may be defined one after another.Athlie Insert Mode button is the
default button.

e Delete deletes the selected action: you will be prompted for cordtion.

¢ Help: gives the user an online help for the contents of the cuksamdow.

Edit Alternative x

Mame of Alternative:
[ (1].4 Cancel

Modify Help

Code of Alternative:

Lizt of Performances:

2 [g2 ] 1.7
3 [33 ] 0
4 [g4 ] 0.19
5 [g5 ] 18
& [g6 ] 7
7 [g7 ] 0

Figure 2.13: Edit alternative
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The window Edit Alternative (Figure 2.13) is obtained attez selection of the optio&dit /
Alternatives, followed by the selection of the buttdmsert or the buttorModify . In the first
case (Insert), will show a window where all the entry zoneseapty, in the second case
(Modify) the zones will contain the characteristics of tliti@n to be modified. An action is
defined by a:

1) Name you may enter any string with a maximum of 80 characters envindow,
blanks are permitted.

2) Code consisting in five alpha-numerical characters. Any lettedigit is permitted.
If you enter no code, by default, the program will give to tioti@n the first available
code in the listA0001,A0002,A0003, ...

If a family of pseudo-criteria has already been defined, alaiwnwill appear and display the
list of codes for the criteria and the performances of thecel action on all the criteria.
It is possible to enter or modify the performance of the geldaction on the criteria (Fi-

gure 2.14). See above the buttblodify . The window Edit Alternative (Figure 2.13) has
four buttons: OK, Cancel, Modify, and Help:

e OK: closes the window Edit Alternative and stores in memory ¢haracteristics
entered for this action. The following events depend on tlag wou entered this
option:

1) if you entered this window by selecting the buttdlodify in the window Edit
Alternatives Table (Figure 2.12) or the buttbrsert in the same window with
the buttonAuto Insert Mode not activated, activating the butt@K brings you
back to the window Edit Alternatives Table. It is then pobstio modify another
action, to insert an action in another place of the list orua the window Edit
Alternatives Table.

2) if you entered this window by selecting the buttimsert in the window Edit
Alternatives Table (Figure 2.12) with the buttéwito Insert Mode activated,
clicking the buttorOK displays a new window Edit Alternative with empty entry
zones: you may define a new action which will be inserted inlidteafter the
current action. If you do not wish to enter the codes for yautiroms you will
define your family of actions very quickly by clickinQK (or by pressing the
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ENTER key) a number of times corresponding to the number of actiorize
created. The codes will be created automatically.

e Cancetl closes the window but does not store in memory the possiblifloations
of the entry zones. This is the best way to stop an automadertion of actions or to
cancel the modifications that have just been made to the tiefimf an action.

e Modify: allows to modify or to enter the performance of the currentioa on a crite-
rion. The two following actions are equivalent:

1) select a criterion in the list by clicking once on its colbert click on the button
Modify.

2) double-clik on the code of the criterion in the list of prhances.

A window Edit Performance (Figure 2.14) is displayed and gy modify the per-
formance of the current action on the selected criterion.

e Help: gives the user an online help for the contents of the cumwamdow.

Edit Performance b4

Alternative: Ul

Criterion: gl =

Performance: D Cancel
Help

Figure 2.14: Edit performance

The Figure 2.14 is obtained after the selection of the opidit / Criteria or the option
Edit / Alternatives, followed by the selection of the buttdnsert or the buttonModify,
and then on the buttododify . By this way, the performance of a given action on a specific
criterion may be defined or modified. It is preferable, dutimg definition of a new project
to enter the performances using the optiedit / Performances For more details, see the
next section.
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2.2.2.4 Edit Performances

The optionEdit / Performances allows to enter the performance of each action on each
criterion (Figure 2.15). It is possible to enter integerslecimal numbers, positive or neg-
ative. The choice of the units on the scale of values is nobimapt: for example, for a
cost you can type your values # or thousands o€. Each performance must be within
the limits —999,999 and 99999. It is possible to type six significant digits (includidec-
imals): 123543& will be rounded to 1235436; 109858 will be rounded to 10987 and
—7749576 will be rounded te-774596.

Edit Performances Table E

| 90 e | e | 4 o5 | 66 | g7 |
U1 0 2 12| 0.82 270 0 5 [
uz 0 1.6 0 0.2 50 0 5 —
U3 1 1.5 0| 017 21 5 5
U4 1 2.1 12|  0.76 240 7 2
Us 0 2.2 8 0.3 171 2 2
U6 5|  1.45 0| 1.09 54 2 2
u7 0 1.9 4| 0.26 45 5 2
us 1 1.9 4| 0.42 332 5 0
U9 3|  1.45 8| 017 28 2 0
u10 3|  1.65 0 0.2 15 7 0 -

Mumber of Alternatives: 21

Mumber of Criteria: i 02
|ﬁ|—||—| ‘ Cloze ‘ Help ‘

Figure 2.15: Edit performances table

The typing is of a spreadsheet type: one line per action aedcotumn per criteria. The

size of this window is fixed and lets at most 10 actions and ®@ria appear. The other
performances are accessible with the scrolling. A box le¢he number of actions and
criteria. The actions and the criteria appear under thedeamame in the order they have
been inserted. To enter the performances:

1) move the border to the cell in which you want to enter a nunblyeusing the arrow
key or by clicking with the mouse in the cell.
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2) type the number (as you type the entry in the formula barstiftware displays it in
the active cell).

3) confirm the entry in the cell by clicking the check mark ire ttormula bar or by
pressingENTER key. There is a shortcut to confirm the entry in the cell and enov
the border of the active cell. Instead of presdiiTER, you can just press an arrow
key or click with the mouse in another cell. If you make a typimistake, press the
backspace key and retype the number again.

Beware, if you modify a performance on a criterion whose ghodds have already been
defined, it may exceptionally happen that the new value idatds the threshold coefficients:
in this case, you will be warned and asked to modify the tholestoefficients to make them
consistent with the new value. You may save your project évidre table of performances
is not complete yet. The next time you open the project, adiabx will warn you that all
performances have not been typed.

The buttonClosecloses the window Edit Performances Table (Figure 2.15xém@s in the
memory of the computer the modifications of the performaabéet Beware, to save on the
disk, you must select the optidfile / Save Project

2.2.2.5 Edit Thresholds

The optionEdit / Thresholds allows to define or modify the values of the thresholds for the
family of pseudo-criteria (Figure 2.16). This option mustdelected only after having define
a set of actions, a family of criteria and a table of perforoen(see the sections 2.2.2.2,
2.2.2.3, 2.2.2.4 on pages 62, 66, 70, respectively, for rdetails). The total number of
criteria is recalled. The list of the codes for the criteqigaars in the list of criteria and also
complementary information of the selected criterion. Thisrmation (preference direction,
definition mode, and coefficients of the different threskbdlg updated each time a new
criterion is selected. In the bottom of Figure 2.16 theretlaree buttons: Close, Modify, and
Help:

e Close closes the window and stores in the memory of the compugemibdifications
to the definitions of thresholds. Beware, to save on the gskmust select the option
File / Save Project
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e Modify: allows to modify the thresholds of a selected criterion.e TWo following
actions are equivalent:

1) select a criterion by clicking once on its code, then cbhokhe button Modify.

2) double-click on the code of a criterion in the list of crige

A window Edit Thresholds (Figure 2.17) is opened and you madifiy the definition
mode of the thresholds and the coefficients of the threstiotdgion of the criterion.

e Help: gives the user an online help for the contents of the cumamdow.

Edit Thresholds Table x
Direction of Preferences: Increasing | Mumber of Criteria: ¢
Mode of Definition: Direct

Lizt of Cnitena:
Coefficients of Indifference Threshold: 5 g2 ]
=0 B=2 3 [g93 ]
4 [g1 ]
Coefficients of Preference Threzshold: g Egg %
=0 |3 =3.5 7 [g? ]
Coefhicients of Yeto Threshold:
=0 B=7
Close Modify ‘ Help ‘

Figure 2.16: Edit thresholds table

A data set of EECTRE Il and/or ELECTRE IV type is complete only if the threshold coef-
ficients have been defined for each criterion. It is therefmeessary to call the window
Edit Thresholds (Figure 2.17) for each criterion. This isaited after the selection &fdit

/ Thresholds and then on the buttoklodify or by double-clicking on the code of a crite-
rion. It allows to define or modify the characteristics of theeshold functions for a specific
criterion. In order to be able to define the coefficients ofttiresholds for a criterion, it is

necessary to have entered the performances of each acttbe oriterion.

The window Edit Thresholds presented in Figure 2.17 alsallethe code of the selected
criterion, its weight and the direction of preference. Iderto help the user to build thres-
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Edit Thresholds x|

Code of Criterion: gl Min(g;)= 0
Weight of Criterion: g Max(g;)= 7 118
Direction of Preferences: Increasing Min (A gj) =1
Cancel

Coefficients of Indifference Threzhold: Mode of Definition:

w=fp | B- “ Direct p—

. > Inverse

Coefficients of Preference Threzhold:

b EI B = E Lizt of Performances: ﬂ

Coefficientz of ¥eto Threzhold:

[T1
o« ] 8- i
[u?
| | Dizable ¥eto %Hég

[T17

S I S T S Y T "'

Figure 2.17: Edit thresholds

holds functions it presents the value of the smallest perémce [mirig;)]; the value of
the largest one [mdg;)]; and the smallest non-zero difference between two perdiocas
[min(A gj)]. This last value may help the user build the indifferenaeshold. It also re-
calls the list of the performances of every action on setectéerion (the performances are
ranked from the worst to the best). It is advised to begin wélues which seem to fit at
best in order to define a reference set and then to modify thevaeasonably to make a
robustness analysis. The compulsory zones to be filled ar®liowing:

¢ coefficientsar andf of the indifference and preference threshold, as an affinetion:
a xg(a)+B.

e either the buttoisable Vetoor the coefficientsr and of the veto threshold, as an
affine function:a x g(a) + .

e one of the two options in thilode of Definition: Direct or Inverse.

In the window Edit Thresholds (Figure 2.17) there are thneons: OK, Cancel, Preview,
and Help:

e OK: closes the window and stores in memory the modificatione@fbnes.
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e Cancel closes the window without taking into account the modifaag that may
have happened to the entry zones.

e Preview. helps you to determine the coefficiemtsand that fit best by showing the
values taken by the threshold functions for every perforreai his button can also be
used to help the user to observe the consequences on the géthe thresholds when
the values of the coefficients are modified (Figure 2.18).

e Help: gives the user an online help for the contents of the cumamdow.

The Figure 2.18 is obtained after the selection the opEdit / Thresholds, the button
Modify and lastly the buttoPreview. The actions are ranked from the worst to the best:
for each action, the software displays the performancenitiéference, and the preference
thresholds entered by the user and the veto threshold if any.

Preview Thresholds b4

Code g, qlg;) plg;) v(g;)

115 0 2.00 3.50 7.00 |
[01 ] 0 2.00 3.50 7.00 —
[0S ] 0 2.00 3.50 7.00
[nz 1 0 2.00 3.50 R —
[07 ] 0 2.00 3.50 7.00
[U19 ] 1 2.00 3.50 7.00
[Us 1 2.00 3.50 7.00
[U17 ] 1 2.00 3.50 7.00 =

1] 4 Help

Figure 2.18: Preview thresholds

No defining thresholds for a criterion, constant or propordl thresholds, direct or inverse
definition’s modes, disable veto, and what are the consgsramthe thresholds must be taken
into account on the edition of the thresholds (Figure 2.43¥ollows:

e No defining thresholds for a criterion:

- If the indifference and preference thresholds for the ctete criterion are not
relevant (perhaps it is a true-criterion), you should eoter 0 andf = 0 for the
indifference and preference thresholds.
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e Constant or proportional thresholds:

- If you wish to define a pseudo-criterion, you should typedppropriate values
in order to build the indifference and preference value fiomc

- If you wish to define a constant threshold on the whole schlgedormances,
you only have to type& = 0 andf = constant value of the threshold. In this case,
the two definition modes, Direct or Inverse, are equivalent.

- To define a threshold (direct or inverse) proportional te pierformance, type
a # 0.

e Direct or Inverse definition modes

- The indifference, preference, and veto thresholds mayleelkated with the best
or the worst performance afandb: in the first case the calculation of the thres-
holds is said to be Direct and Inverse in the second case.

- For example, let us consider a criterion for which a 20%ffedence threshold
has been defined. If the definition mode of the threshold ®ctiterion is direct,
two actions with performances respectively 80 and 100 andhierion will not
be indifferent (indifference threshotd 16), but if the definition mode is inverse
these two actions will be considered as indifferent (ired#hce threshole 20).

- In order to apply always the same ranking algorithm, thengre computes itself
automatically the necessary calculations to convert ge/étresholds into direct
ones. If unspecified, the software activates the Directooptin the mode of
definition.

e Disable Veto

- The role of the veto threshold is completely different frim ones of the indif-
ference and preference thresholds. The last two are intpanameters for the
criterion under consideration (intra-criterion paramgkevhereas giving a crite-
rion the opportunity to veto modifies its role (importance)a@ampared to the
other criteria, veto threshold coefficients are interecié parameters.

- Itis possible to give the opportunity to veto to one, selveravery criterion. In
this case, you should not activate the butfzieable Vetoand define the coeffi-
cientsa and of the veto threshold functions.
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e \What are the constraints on the thresholds?

- The coefficientsa and 8 of the threshold functions should verify several con-
ditions. Checking is made when these coefficients are ahtdrkere are three
types of constraints:

1) no threshold may be negative, that is the nuntberg(a) + 3 must be po-
sitive for allg(a).

2) the threshold functions may be increasing or decreasihfpb consistency
reasons, the proportionality coefficient should verifya tenstraints:

. itmust be greater thenl in the case of increasing preference direction
and direct threshold and in the case of decreasing preferdinection
and inverse thresholds;

. it must be smaller than 1 in the case if increasing preferefiection
and inverse threshold and in the case of decreasing preteckrection
and direct thresholds.

3) theindifference threshold should stay smaller than aaktp the preference
threshold which should, in turn, stay smaller than or equé#i¢ veto if there
IS one.

- If one of these constraints is violated, the software wgpthy a window asking
you to modify the inappropriate values.

2.2.2.6 Edit Matrix of Credibility

The optionEdit / Matrix of Credibility is available only for the projects which have the
Matrix of degrees of credibilityype (Figure 2.19). It is possible to apply the ranking algo-
rithm of ELECTRE IIl method to any matrix of pairwise comparisons of actiomsreif it
was obtained with rules different from those afEETRE Ill or ELECTRE IV methods. It

is necessary to have defined beforehand all the actionsebatmessing this option. This
window recalls the total number of actions.

The typing is of spreadsheet form: the list of the codes ferattions appears on the rows
and the columns. At the intersection of raMd003 and columm0001, for instance, you
may enter the value of the credibility degreeAtf003 overA0001, that is the index which
expresses to what exteM®003 is at least as good A8001. This index is a decimal number



2.2 Interface structure of the software 77

Edit Matrix of Credibility H

| | ADOD4 | ADDOS | ADDO6 | ADOO7 | AD008 | A0009 | A0010 | AO0O011

ADOD2 0.3 0.68 0.687 0.589 0.12 0.987 0.456 0.247 =
ADO00D3 0.74 0.59 0.47 0.05 0.79 0.35 0.875 0.654
ADDDA 1 0.67 012 0.46 0.37 0.87 0.49 0.58
ADDOS 0.12 1 0.75 0.89 0.46 0.13 0.75 0.97
ADDOG 0.65 0.78 1 0.49 0.79 0.64 0.79 0.15
ADDO7 0.36 0.78 0.96 1 0.14 0.69 0.78 0.96
ADDOS 0.96 0.45 0.68 0.43 1 0.64 0.57 0.46
ADDO9 0.9 0.74 0.36 1 0.8 1 0.74 0.89
ADD1D 0.98 0.12 0.46 0.568 0.435 0.867 1 0.456
ADDT1 0.74 0.56 0.32 0.64 0.164 0.0 0.1 1 +
! o[

Mumber of Alternatives: 11 XI I 0.164 - ‘ ] ‘
oze elp

Figure 2.19: Edit Matrix of Credibility

between 0 and 1. The values on the diagonal are equal to 1 {jan &cclearly at least as
good as itself): it is not possible to modify these values.

The size of a window is fixed and lets appear at most 10 actiarth@rows and 8 on the
columns. The other credibility degrees are accessible mflisiy. The actions appear with
their code names in the order they have been inserted. Totaetandices:

1) move the border to the cell in which you want to enter a nunhblyeusing the arrow
key or by clicking with the mouse in the cell.

2) type the number (as you type the entry in the formula barstiftware displays it in
the active cell).

3) confirm the entry in the cell by clicking the check mark ire ttormula bar or by
pressing th&NTER key. There is a shortcut to confirm the entry in the cell andenov
the border of the active cell. Instead of pressing enter, gayujust press an arrow
key or click with the mouse in another cell. If you make a typimistake, press the
backspace key and retype the number
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2.2.3 Qlculate menu

i@ ELECTRE Il 7 IV - [c:\electrelwss.elp]

File Edit WeEENEN Resulks  Ophions  Window

D |H=[= Calculate
Method

Information
Skatiskics

| Calculate operations || Press F1 for Help |

Figure 2.20: Calculate menu

In the Calculate menu are available four options - Calculate, Method, Infation, and
Statistics (Figure 2.20):

Calculate [ALT +Cc+C]: launches the execution of the calculations on the current
project (or click on the fifth button in the toolbar from thdtléo the right). If the
project is of both EECTRE Ill and ELECTRE IV types, the method should have been
chosen using th€alculate / Method option.

Method [ALT +Cc+M]: allows to choose the method that has to be used byCtie
culate option (ELECTRE Ill or ELECTRE V) if the project is of both types. It also
allows to choose the relations to be used if the selectedodethB ECTRE IV, to
modify the discrimination coefficients if the selected noetls B ECTRE Il (or if the
project is ofMatrix of degrees of credibilityype).

Information [ALT +C+1]: displays information about the current project (diregto
and current project, number of actions and criteria, ptgjgatus, and available mem-
ory). If the status of the project isIncomplete- then you cannot make the calcula-
tions.

Statistics [ALT +C+S]: displays information about the results of tRalculate op-
tions: used method, relations chosenEETRE V) or discrimination coefficients
(ELECTRE III), number of ranks obtained in each distillation in theafipre-order, in
the median pre-order.
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2.2.4 Results menu

In the Resultsmenu the following options are available (Figure 2.21) -tiD&ions Result,
Ranks in Final Preorder, Median Preorder, Additional Rssahd Final Graph:

i@ ELECTRE 1l / IV - [c:\electrewss.elp] - Ol x
File Edit Calculake BEEENES

Cptions  Window

Distillakions Resulk
Fanks in Final Prearder

edian Preorder
Additional Results Concordance Makriz
Credibility Makris

Ranking Makrix

Final Graph

| ¥iew matnix of degrees of credibility || Press F1 for Help |

Figure 2.21: Results menu

¢ Distillations Result [ALT +R+D]: displays the results of the two distillations (ascen-
ding and descending) for the current project. The softwanegsses the calculations
each time this action is launched except if thalculate / Calculatehas been previ-
ously launched.

e Ranks in Final Preorder [ALT +R+F]: displays the list of the actions in each rank
of the final pre-order obtained as the intersection of thepieta pre-orders from the
two distillations. An action has rankif the better ranked actions have ranil..,
orn—1. This option allows to visualize the rank of each actiome;ittcomparabilities
are not displayed.

e Median Preorder [ALT +R+M]: displays the actions ranked with a median pre-order.
This pre-order is a complete one built in the following manriee actions are ranked
following the ranks in the final (partial) pre-order and tviwomparable actions in a
same rank are ranked according to the differences in thsitipos in the two distilla-
tions.

e Additional Results [ALT +R+A]: displays a sub-menu proposing three types of com-
plementary results: another way to visualize the final phptie-order (using a matrix:
Ranking Matrix), results from intermediate calculationsls as the Concordance Ma-
trix (only for projects executed withIECTRE I1l) or such as the Credibility Matrix.
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e Final Graph [ALT +R+G]: displays the graph representing the partial pre-order ob
tained using the ranking algorithm of. ECTRE software.

2.2.5 ptions menu

In theOptions menu the following options are available (Figure 2.22) -\8foolbar, Show
Statusbar, Results, Preferences, and Save Options:

¥@ ELECTRE 1l 7 IV - [c:\electretwss.elp]

File Edit Calculate Resulks Bl Window

Shows Toolbar
Show Stakusbar

Resulks
Preferences

Save Options

Figure 2.22: Options menu

e Show Toolbar [ALT +0+T]: to display or hide theoolbar. This bar appears under the
main menu and proposes several short-cut buttons for theaftes used options.

e Show Satusbar [ALT +0+9]: to display or hide thetatus bar This bar appears at the
bottom of the screen and displays short messages on théesetgation.

e Results[ALT +0+R]: to choose some options about the results. It is possildefioe
the precision with which the concordance matrix, credpithatrix should be dis-
played (2 or 3 digits), to choose the symbol set with whichfitne pre-order (ranking
matrix) should be displayed and to activate or not the otmn of the graph (Fi-
gure 2.23).

e Preferences[ALT +0+P]: to activate the automatic saving of the current options of
the optionOptions / Resultson one side, and of the size and position of the software
desktop window on the other side, at the end of softwareessif the corresponding
option is activated at the end of the software sessiorResiltsoptions of the current
project become the default options and the size and posifitine software desktop
window are saved to be used for next sessions.
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Results Options x
Concordance Matnix Precizion:
]9 Cancel
= 3 digits
Default Help

Credibility Matrix Precizion:
2 digits

= 3 digits

Ranking Matrix Symbol Set: Graph Optimization:
“+ Primary “# On

 Secondary = OF

Figure 2.23: Results options

e Save (ptions [ALT +0+0]: to save current options for the optidtesults(i.e. to save
them as the default options) and/or to save the size andgositthe software desktop
window.

2.2.6 Wndow menu

In the Window menu the following options are available (Figure 2.24) -c2ae, Tile, Ar-
range lcons, and Close All:

Cascad€gALT +w+cC]: organizes the different open windows on the desktop it suc
way that their titles are always visible despite overlagpin

Tile [ALT +W+T]: organizes the different open windows on the desktop i suway

that they are all entirely visible.

Arrange | cons[ALT +W+l]: reorganizes the different icons on the desktop, they will
be gathered at the bottom of the screen.

Close All [ALT +w+A]: closes all windows and icons open on the desktop.

As displayed in Figure 2.24 it is also possible to see all #@sailts windows that are already
open for analysis, obtaining by tiesultsmenu.
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i@ ELECTRE Il / IV - [c:\electre\rcars.elp]
File Edit Calculate Resulks

Oplions

Cascade

Tile

Arrange Icons
Close all

v 1 Distillations
Z Ranks in Final Preorder
3 Median Preorder

4 Final Graph
5 Concordance Makrix
& Credibility Matrix -
7 Ranking Matrix »
| Open, arrange and list window || Press F1 for Help |

Figure 2.24: Window menu

2.2.7 Help menu

In theHelp menu the following options are available:

e Contents [ALT +H+C]: displays a short help text on every available options & th
software.

e Search Topic [ALT +H+S]: helps to quickly find the main procedures such as create,
execute, read a project...

e How to Use Help[ALT +H+H]: displays a help information about using the Windows
Help.

e About [ALT +H+A]: displays the version number and the copyright note.

2.3 The BELecTRE Ill calculations

ELECTRE IIl method uses a set of weights to aggregate partial preé@®on each criterion
in a fuzzy comprehensive outranking relation. To be ables®it) with this software, you
must choose in theroject Referencethe E.LECTRE 11 project type (Figure 2.9, on page 62).
Then the required input data must be entered by usingthiemenu (See section 2.2.2 on
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page 60, for more details). After the input data are comgleteis necessary to choose
Calculate / Method [ALT +Cc+M] and on the Current Method section, theHETRE I
option, which will be used for calculations. This is the dédfactive option (see Figure 2.25).
In this window there are four buttons - OK, Cancel, Advaneed] Help:

e OK: is used to close the window Method and to store in the membitysocomputer
the modifications in the project. To save all the optionst ia&e been selected, on the
disk it is up to goFile / Save Project

e Cancel is used to close the window Method without any modificationhte current
project.

e Advanced allows to modify the coefficients of the discriminationgkhold function
used in the ranking algorithm ofEECTRE I11. This button is only activated for projects
which have either EECTRE IlI, or Matrix of degrees of credibilityype.

e Help: gives the user an online help for the contents of the cumwamdow.

petiod

Current Method:

%] : 1] 4 Cancel
 Electre I¥
Advanced Help
Electre 1Y relations:

| frasd domdnanen
| Sanemieedominenns
| Brassde-dominancs

| B sdeminanos

_ | Yato-daminanos

Figure 2.25: ChoosingIEECTRE |1l method

The Figure 2.26 is obtained by the optio@alculate / Method and then by clicking on
the buttonAdvanced [ALT +C+M+A]. This option is available only for EECTRE Il or
Matrix of degrees of credibilityype project. It may be used to modify the coefficients of
the distillation threshold function. This functiogA) = a x A + 3, may be used during
distillations to make successive cuts from the fuzzy oldiragnrelation. It allows to define
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how the cutting levels will evolve during the distillationqeess. The coefficients must verify
several conditions, such asandf must not return a negative value for a threshold. For more
details, see “consistency reasons” on page 6.

The default coefficients ar@ = —0.15 andf = 0.3. These values should be modified only
by the one that have clear understanding on the distillggroness used in theLECTRE Il|
method. It is always possible to come back to the defaulteshy activating the button
Default. In the window Advanced Options (Figure 2.26) there aredimere buttons - OK,
Cancel, and Help:

e OK: closes the window and stores in memory the values of thildiitn coefficients
that may have been modified. If afterwards, you select thewpile / Save Project
these coefficients will be saved with the project.

e Cancel may be used to close the window without taking into accohatrhodifica-
tions.

e Help: gives the user an online help for the contents of the cumamdow.

Advanced Options x

Coefhcients of Distillation:

[1].4 Cancel

m:

B =

=
[

D efault Help

Figure 2.26: Distillations coefficients ofECTRE Ill method

The optionCalculate / Calculate[ALT +C+C] is used to make the calculations for the cur-
rent project under consideration and to store the resultseémory. If you try to make the
calculation with anncomplete projegta message will warn you and ask you to type the per-
formances of all actions on each criterion and/or the caeffts of the thresholds on each
criterion.

If the project is of two types (EECTRE Ill and ELECTRE 1V), the calculations are executed
with the selected method in ti@alculate / Method [ALT +C+M] option. During the calcula-
tion process (for example, in the case study presented |i f52 software shows a window,
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like Figure 2.27, that indicates the current status in tHeutations, and some statistics re-
lated to the number of actions processed, the number of ralotiesned in the descending
distillation, the number of ranks obtained in the ascendiisgllation, the number of ranks

obtained in the final pre-order, and the number of ranks nbthfor the median pre-order.
The user may stop the calculations any time.

Cotcutate |

Status: Calculation Complete

Stahishics:

Proceszzing Alternatives: 21
Descending Distillation Ranks: 14
Azcending Distillation B anks: 15
Hanksz in Final Preorder: 11
Rankz in Median Preorder: 19

[1] 4

Figure 2.27: Calculation’s information

After the optionCalculate / Calculate [ALT +C+C] has been executed, th@alculate /
Statistics[ALT +C+9] is available. Clicking on it, the window Statistics (Figu2.28) re-
calls some information about the results obtained for theeot project (the butto®@K is
used to close the window):

- the method used for the calculationa. ETRE Il1).

- the distillation coefficients (by default = —0.15 andB = 0.3 for ELECTRE IlI. These
values can be modified: Figure 2.26, page 84).

- the number of ranks obtained in the descending distiliatibe number of ranks ob-
tained in the ascending distillation, the number of rankshef final pre-order, the
number of ranks of the median pre-order.

After that, you have access to the results available for ygoe of projects in th&results
menu. You may consult the results for the current projedtavit using this option: though,
in this case the calculations are executed each time yoct sgi@ption in théresultsmenu.
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statistics _H
Uzed Method: Electre I

Flechs Y Helalons
Coefficients of Distillation: <. =-0.15 [3 =03

Calculation Stahistics:

Dezcending Distillation Ranks: 14

Azcending Distillation Ranks: 15

Hanksz in Final Preorder: 11

Hanksz in Median Preorder: 19
1] 4 Help

Figure 2.28: Statistics of thellECTRE IlI calculation

To speed up the consultations (especially for large prgjegbu may use once this option,
even after any modification of the data.

The optionResults / Distillations[ALT +R+D] must be used to display the results of the two
distillations with two contiguous lists (Figure 2.29),afthe calculation, but can also make
the calculation itself if theCalculate / Calculate[ALT +C+C] option has not been launched

or if some modifications have been made on the data in any case.

The ranking algorithm of EECTRE Ill uses the credibility matrix (Figure 2.33) to build
two rankings using descending and ascending distillati@mscending distillation selects at
first the best actions to end the process with the worst onagh©contrary the ascending
distillation selects first the worst actions to end the pssagith the best ones. Two complete
pre-orders are therefore found on all the actions. An adtioich is incomparable to a group
of others will be ranked at the end of this group in the desicendistillation and at the top
in the ascending distillation. The actions which are comsd equal (equivalence classes)
in a distillation are displayed in the same box.

In the optionResults / Ranks in Final Preorder[ALT +R+F], only the ranks of the actions
in the final pre-order are displayed (Figure 2.30). For a detegepresentation of this pre-
order you may use the optioResults / Final Graph [ALT +R+G] or Results / Additional
Results / Ranking Matrix [ALT +R+A+R].
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i3] Distillations Tz
Descending Distillation Ascending Distillation —
R21TS P205G
RCLIO
R21TS
P205G
RCLIO
R21TU PEDSS
PG0OLS RAGTL
P405M PADSM
R21TU
RAGTL
ALPIN
CBX16
R25BA
RZ25BA
ALPIN CBX1E

Figure 2.29

After the two distillations, the software makes two preergion all the actions. In order
to highlight the possible incomparabilities between awidhe method builds the pre-order

: Distillations results inECTRE |1

which is the intersection of the two distillations results:

87

e an actiona will be considered as better than an actimnif in at least one of the

rankings,ais ranked beforé, and if in the othea is at least as good 45

¢ an actiona will be considered equivalent to an actibif the two actions belong to the

same equivalence class in the two pre-orders.

¢ the action@andb are incomparable His better ranked thamin ascending distillation

andb is better ranked thaain descending distillation or vice-versa.
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.2 Ranks in Final Preorder [[mj .-

Rank Alternative =
1 R21TS
Z P205G
RCLIO
3 PG0OLRS
RZ21TU
4 PADSM
RAGTL
h CBX16
ALPIN
[} RZ5BA j

Figure 2.30: Final ranks inlECTRE I11

As a conclusion, in the final pre-order, the comparison bebhie/o actions can lead to four
different cases:

a may be better thah.

b may be better thaa.

a andb may be equivalent.

a andb may be incomparable.

The ranks of the actions are built in the following mannery aation which has no better
action will have rank 1 (even if it is incomparable to manyes8), the actions of ranks 2
are those whose better actions are only of rank 1, the actibnsnk 3 are those whose
better actions are only of rank 1 or 2 and so on... The conlplegpresentation hides
incomparabilities: two actions with the same ranks mayegible equivalent or incomparable
and there is no way to discriminate between these two pdisisibi In the same way for
actions with different ranks, it is not possible to know ifaction is better than another one
or if they are incomparable. These different cases arelgldatinguished in the display of
the matrix of the final pre-order or in the graph.

The optionResults / Median Preorder[ALT +R+M] (Figure 2.31) shows a ranking which
is another possibility for the users who do not wish to take account incomparabilities.
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F

Rank Alternative —

1 RZ21T5

2 P205G
RCLIO

PGE055
RZ21TU
P405M
RAGTL
ALPIN

CBX16
RZ5BA

w8 . M I

=

Figure 2.31: Median pre-order inLECTRE Il|

This ranking gives a complete pre-order (i.e. any two astiare comparable: one being
better than the other or the two being equivalent) built fitwnfinal partial pre-order in the
following manner: the actions are ranked following the maikthe final pre-order then the
actions having the same rank are distinguished accorditigeiorank difference in the two
pre-orders (it indicates the relative stability betweemtilio pre-orders).

The options of theResults / Additional Results[ALT +R+A] will be of any use only for
users wishing to improve their knowlarc on the working aElETRE methods.

The optionResults / Additional Results / Concordance Matrix[ALT +R+A+C] displays
all the comprehensive concordance indices for every paactibns(a,b), which is only
available for EECTRE Il type project. The comprehensive concordance in@éx b) is
the sum of the concordance indic€ga,b) on each criterion weighted by the weights of
each criteriony;. Cj(a,b) is calculated from the comparison of actianandb on criterion

gj:
- if the performance o is greater than or equal to the onebadr if the performance of

ais smaller than the one &ifbuta staying indifferent td thenC;j(a, b) = 1.

- if b is weakly preferred t@: Cj(a,b) is obtained with an linear interpolation and is
between 0 and 1.
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- if bis strictly preferred t@thenC;j(a,b) = 0.

™ Concordance Matrix HEE
CBxX1e PZ05G P405M Pe0S5SZ R4GTL RCLIO RZ21TS EZ1TU RZ25BA ALPIM
CBX16 1 0.69 0.69 0.65 0.62 0.69 0.78 0.69 0.69 0.69 i‘
P20531 0.9 1 0.73 0.54 0.64 1 0.75 0.66 0.69 0.74
P405M | 0.77 0.67 1 0.78 0.62 0.77 0.65 0.85 0.71 0.69
PeO3E| 0.h4 0.54 0.54 1 0.54 0.51 0.54 0.65 0.92 0.85
RE4G5TL | 0.62 0.85 0.62 0.46 1 0.78 0.59 0.63 0.62 0.72
RCLIO| 0.97 0.9 0.82 0.61 0.62 1 0.71 0.69 0.77 0.69
R21T3 1 0.85 0.85% 0.69 0.66 0.85 1 0.76 0.78 0.76
RE21TU| 0.67 0.72 0.84 0.77 0.75 0.77 0.48 1 0.96 0.85
EZ25BA | 0.h4 0.54 0.54 0.77 0.5 0.54 0.47 0.56 1 0.82
ALPIN| 0.h4 0.54 0.5 0.46 0.52 0.54 0.38 0.64 0.77 1 f
v

4 |

Figure 2.32: Matrix of concordance inLECTRE Ill

The optionResults / Additional Results / Credibility Matrix [ALT +R+A+M] is available
for ELECTRE Il type of project. The Figure 2.33 displays the credililitegrees that are
obtained by the concordance indices taking into accounndtmn of discordance. The
credibility degreeo(a,b) is calculated by weakening the concordance in@éx b) with

a formula using discordance indices. These indices aralesadd using all the discordant
criteria (those for whicli is preferred ta) and the values of the veto thresholds.

In the case of aMatrix of degrees of credibilityype project, the matrix displayed will be
identical to the one entered in the optigdit / Matrix of Credibility except the fact that the
values will be rounded according to the precision definetiéndptionOptions / Results

The optionResults / Additional Results / Ranking Matrix [ALT +R+A+R] displays the

matrix of the final pre-order (Figures 2.34 and 2.35) whicfersf a synthetic view of the
results of the ranking method just as the optResults / Final Graph [ALT +R+G]. These

are two different representations of the same final partequder.

During the printing, if you select the optidRanking Matrix , the printed characters will
correspond to the last symbol set that has been selectedhsitiptionOptions / Results

The optionResults / Final Graph [ALT +R+G] may be used to visualize the final pre-order
using a graph (Figure 2.36). In order to lighten the displieansitivity arcs are omitted. If
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Credibility Matrix

CBX16 P2053G P405M PeOSE R4GTL RCLIO R21TS R21TH R25BA ALPIN
CEX16 1 0.69 0.69 0 0.15 0.69 0.78 0.38 0.56 0.38 i‘

P205G( 0.9 1 0.73 0.16 0.62 1 0.75 0.66 0.69 0.74
P405M| 0.77 0.67 1 0 0 0.77 0.65 0.85 0.71 0.69
PE0O5SS ] 1] 0.39 1 0 0 0 0.65 0.92 0.85
R4GTL | 0.4 1] 1] 0 1 0 0.33 0 0 0

RCLIO| 0.97 0.9 0.g2 0 0.52 1 0.71 0.69 0.77 0.69
RZ1TE 1 0.85 0.85 0.47 0.65 0.85 1 0.76 0.78 0.76
RZ21TU| 0.67 0.72 0.84 0.77 0 0.77 0.42 1 0.96 0.85

RZ25B& 1] 1] 0.32 0.77 0 1] 1] 0.48 1 0.82
ALPIN 0 0 0 0.35 0 1] 1] 0 0.77 1 ﬁ
[« | »

Figure 2.33: Matrix of credibility in EECTRE I1I

ia Ranking Matrix !E E
CBX16 PZ205G P405M PROSS R4GTL RCLIO R21TS RZ21TH R25BA ALPIN
CBX16 I P P P P P P P R R i‘
F205G) P I P P P I P P P P
F405M | P P I P R P P P P P
Felsz) P P P I P P P R P P
R4GTL | P P R P I P P R P P
RCLIO| P I P P P I P P P P
R21T=| P P P P P P I P P P
R21TU P P P R R P P I P P
R253BA| R P P P P P P P I P
ALFIN| R P P P P P P P P I |,
1] oy

Figure 2.34: Ranking matrix in EECTRE Il (primary symbol)

there are consecutive arcs from acteto actionb, it is possible to say thatis better than
b in the pre-order obtained. Several equivalent actions @payed in the same box. Two
actions that are not related by an arc or a succession of catigearcs are incomparable.

The user may choose between two sets of symbols to représariations between actions.
It may be chosen in the optiddptions / Results The actions are ranked in the order they
have been initially defined. In order to explain the symbdésed in the Figures 2.34 and
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ia Ranking Matrix !EE

CBX16 P2053G P405M PeOSE R4GTL RCLIO R21TS R21TH R25BA ALPIN

.<

CEX16
PZ05G
P405M
PE0O5SS
R4GTL
RCLIO
RZ1TE
RZ1TU
RZ5BA
ALPIM

A
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Figure 2.35: Ranking matrix in I EECTRE IIl (secondary symbol)

2.35, the paifa, b) verifies one of the four following relations:

if ais better tharb, the symbol at the intersection of the row #Bband the column for
b is P for the primary set of symbol and for the secondary set of symbol.

if ais equivalent td, the symbol or =.

if ais ranked worst thab in one of the pre-orders and at least as well ranked in the
other pre-order, the symbBI~ or <.

if ais incomparable td, the symboR or a green square.

The final graph (Figure 2.36) is built in a way to minimize theawber of crossings. Nor-

mally, the boxes corresponding to equivalence classeggtearly spaced out and left justi-
fied, therefore boxes with different ranks appear one urigenéxt. In this case, for a given
rank all the hanging arcs (arcs from actions that are incoafp@to any other of the con-
sidered rank) are broken and go to the right. Using the exantipé action R21TS is better
than all the others; the action R21TU is better than the ast®105M, ALPIN, CBX16, and

R25BA; the actions P205G and RCLIO are indifferent; theact®21TU is incomparable
to the actions P605S and R4GTL.

If you select the optiorOn in the dialog box from the optio®ptions / Resultsfor the
optionGraph Optimization, the drawing of the graph is optimized in such a way that some
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1
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RCLID
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ALPIN CBX16
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Figure 2.36: Final graph inlECTRE IlI

equivalence boxes may be horizontally translated and pednwith others to decrease the
number of crossings. The hanging arcs are in this case orfthand on the right. In any
case you may choose the representation you like better. riph gnay be totally printed
whatever its length.
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2.4 The BELECTRE |V calculations

ELECTRE IV method may be chosen when you are not able to defieightsfor criteria.
For more details see section 1.2 on page 19. To be able to ed& HTTRE IV method,
with this software, you must choose in tReoject Referencethe ELECTRE IV project type
(Figure 2.9, page 62). Then, the required input data musihtezex by using th&dit menu
(see section 2.2.2 on page 60). After the input data are @impt is necessary to choose
Calculate / Method [ALT +Cc+M] and on the Current Method box, the ECTRE IV option,
which will be used for calculations. After selecting BcTRE IV (or if the project only
contains the EECTRE IV type), the EECTRE IV relations box is activated (Figure 2.37).

petod

Current Method:

* Electre 1 OK Cancel
+ Electre IV

Help
Electre 1Y relations:

| Quasi-dominance
+| Canonic-dominance
| Pzeudo-dominance
+| Sub-dominance

| ¥eto-dominance

Figure 2.37: ChoosingIEECTRE IV method

Now, you may choose among any of the five relations the one yshi to take into account.
By default, the software uses the five relations. It is obsipmecessary to choose at least
one relation. Then, in a way which is totally invisible foetbser, the software will associate
to each of the selected relations a credibility degree {lise is used for the embedded cha-
racter of these relations) in order to use the same rankgagithm than the one of EECTRE

[1l. After the optionCalculate / Calculate[ALT +C+C] has been executed tl@alculate /
Statistics[ALT +C+9] is available. Clicking on it, the window Statistics (Figu2.38) recalls

some information about the results obtained for the cupesject (the buttoOK is used to
close the window):

- the method used for the calculationa €ETRE 1V).
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- the chosen relations of the.ECTRE IV method: Sq, Sc, Sp, Ss, Sv.

- the distillation coefficients (the values = 0 and3 = 0.1 have been chosen in or-
der to discriminate the outranking relations afHE€TRE IV in successive cuts of the
distillation. These values cannot be modified).

- the number of ranks obtained in the descending distiliatibe number of ranks ob-
tained in the ascending distillation, the number of rankshef final pre-order, the
number of ranks of the median pre-order.

statistics

Uszed Method: Electre IV
Electre I¥Y Relations: S5q. S5c, Sp. 5z, Sv
Coefficients of Distillation: .= 10 [3 =01

Calculation Statistics:

Dezcending Distillation Ranks:
Azcending Distillation Ranks:
Ranks in Final Preorder:

[==R I =y B

Ranksz in Median Preorder:

1] Help

Figure 2.38: Statistics of thellECTRE IV calculation

The optionResults / Additional Results / Credibility Matrix [ALT +R+A+M] is available
for ELECTRE IV type of project. Figure 2.39 displays the credibility degs that are the
values attached to the five relations. For a pair of acti@), only the strongest relation
(among those selected by the user) between the two actidhbavkept. These values,
together with the coefficients of the distillation thregh@inction, were built in order to be
coherent between the distillation mechanism in the ran&iggrithm and the successive cuts
on the EEECTRE IV relations. Hence:

- the value 1 at the intersection of the row of acteand the column of actiobh means
that the coupléa, b) verifies the relation ofjuasi-dominance

- the value 8B corresponds to the relation cdnonic-dominance
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- the value 06 to thepseudo-dominance
- the value ™ tosub-dominance

- the value @ to veto-dominance.

The SoftwareELECTRE -1V

Credibility Matrix

CBEX1e P205G P405M Pe05E R4GTL RCLIO RE21T: RZ1TU R25BA ALPIN

ChBX16
P20503
P405M
PeOSE
E4G5TL
RCLIO
R21TE
Ez21TU
EZ5BA
ALFPIN

1 ] ] ] 0 ] ] ] 0 ]
0.8 1 ] ] 0 1 ] ] 0 ]
0 ] 1 ] 0 ] ] ] 0 ]
0 ] ] 1 0 ] ] ] 0 ]
0 ] ] ] 1 ] ] ] 0 ]
0.6 0.4 ] ] 0 1 ] ] 0 ]
1 ] ] ] 0.2 ] 1 ] 0 ]
0 ] 0.4 ] 0 ] ] 1 0.8 ]
0 ] ] ] 0 ] ] ] 1 ]
0 ] ] 0 ] ] ] 0 1

Figure 2.39: Matrix of credibility in EECTRE IV

=

The analysis of the following options by applying theEETRE IV method is the same as
ELECTRE Ill method:

¢ the distillations results, i.eResults / Distillations [ALT +R+D] (like Figure 2.29 on

page 87);

¢ the ranks in the final pre-order, i.®esults / Ranks in Final Preorder[ALT +R+F]

(like Figure 2.30 on page 88);

e the median pre-order, i.&kesults / Median Preorder[ALT +R+M] (like Figure 2.31
on page 89);

¢ the ranking matrix, i.eResults / Additional Results / Ranking Matrix [ALT +R+A+R]

(like Figures 2.34, and 2.35 on page 91);

¢ the final graph, i.eResults / Final Graph[ALT +R+G] (like Figure 2.36 on page 93).
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